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Chair: Carl Hauser

The smooth operation of the power grid is based on the effective Wide Area Monitoring and

Control systems, which is supposed to provide reliable and secure communication of data.

Due to the complexity of the system and inaccuracy of modeling, uncertainty is unavoidable

in such systems. So it is of great interest to characterize and quantify the uncertainty

properly, which is significant to the functionality of power grid.

Trust, as a subjective and expressive concept connoting one party’s (the trustor’s) re-

liance on and belief in the performance of another party (the trustee), is modeled to help

administrators (trustors) of WAMC systems evaluate the trustworthiness of data sources
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(trustees), which is essentially a measurement of uncertainty of this system. Both evidence

based methods and data based methods are developed to evaluate trustworthiness and de-

scribe uncertainty respectively.

By modeling both aleatory and epistemic uncertainty with subjective logic and prob-

ability distributions respectively, a framework quantifying uncertainty is proposed. Quan-

tification of the uncertainties can greatly help the system administrators to select the most

fitting security implementation to achieve both security and QoS with a certain confidence.

Based on the quantification framework, an adaptive security mechanism is prototyped, which

can adjust the security scheme online according to dynamic requirements and environmental

changes, to make the best ongoing trade-off between security assurance and QoS.
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CHAPTER 1. INTRODUCTION

Wide-Area Monitoring and Control (WAMC) systems based on synchrophasor data

streams are becoming more and more significant to the operation of the smart power grid.

Reliable and secure communication, and higher Quality of Service (QoS) (very low latency,

high availability, etc.) of data are critical to the success of WAMC systems. Uncertainty

about randomness and inaccuracy of modeling, which is inherent to these systems, should be

explicitly quantified and appropriately taken into account when making decisions pertaining

to the reliability and security of the power grid instead of ignoring the impact of uncertainty.

In order to perceive an instance of uncertainty in WAMC system, we examine the

communication between synchrophasors (PMUs) and phasor data concentrators (PDCs) to

analyze potential security vulnerabilities present at the transport layer, and investigate the

advantages and disadvantages of both the TCP and UDP protocols respectively with an

emphasis on security issues. Demonstrations of attacks related to these security vulnerabil-

ities are shown in lab environment; and underlying mechanisms are analyzed to determine

the capabilities attackers to succeed with them. Through this, we set up a typical exam-

ple of uncertainties, which could affect the quality of data, in practical power grid data

communication.

One way to characterize the uncertainty of the system comprehensively is trust as-

sessment. Trust, a subjective and expressive concept connoting one party’s (the trustor’s)

reliance on and belief in the performance of another party (the trustee), is modeled to help
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administrators (trustors) of WAMC systems evaluate the trustworthiness of data sources

(trustees). Bayesian methodology is a proper method to infer trust degree as an unknown

parameter based on uncertain evidence. More specifically, trustworthiness of data sources

can be evaluated by calculating the discrepancy between trustor’s expectation and behavior

of the trustees.

Intrinsic uncertainty makes it difficult for system administrators to decide upon a par-

ticular security scheme to secure communications while satisfying the QoS requirements in

various WAMC systems. We model different types of uncertainties, epistemic and aleatory,

with subjective logic and probability distributions respectively. Quantification of the un-

certainties can greatly help the system administrators to select the most fitting security

implementation to achieve both security and QoS with a certain confidence. Moreover, an

adaptive security mechanism that can adjust the security scheme online, according to dy-

namic requirements and environmental changes, to make the best ongoing trade-off between

security assurance and QoS.

Particularly, contributions can be listed as follows:

• Security implications of two common transport layer protocols (TCP and UDP) applied

to synchrophasor data communication between PMUs and PDCs is comprehensively

analyzed. It is shown both with theoretical analysis and experiments that transport

Layer Security, on top of TCP protecting the payload data, can mitigate false data

injection attacks but still leaves open the possibility of Denial of Service attacks if

packets can be sniffed or sequence numbers can be inferred. This conveys an illustration
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that uncertainty is deep-rooted in power grid communication systems such as WAMC

systems and we need to measure and handle uncertainties appropriately.

• A systematic way is established to deal with uncertainty related to trust and proposed

an initial theoretical framework in critical infrastructure control systems. Based on

Bayesian decision theory, uncertainty can be incorporated into trust related decisions.

• A definition of trust is proposed which is suitable for applications in critical infrastruc-

tures. Five significant factors of trust are extracted: uncertainty, belief, consistency,

context and subjectivity. Based on these factors, a mathematical framework is built,

which is capable of adapting to situations with different trust policies and prior infor-

mation.

• A framework is provided to investigate QoS and security of power grid communication

system in an integral way by quantifying different types of uncertainties associate with

them. Probability distributions are used to capture the characteristics of delay for

security overhead and apply subjective logic to describe the stakeholders’ opinions on

security coverage of security schemes. Monte Carlo method is employed to issue a

unified view of the overall uncertainty with these two aspects.This framework can help

WAMC system administrators to choose the most fitting security scheme based on the

characteristics of their systems.

• We propose adaptive cyber security scheme taking QoS requirements of WAMC appli-

cations into account. Compared with traditional fixed cyber security countermeasure,
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adaptive cyber security scheme can dynamically optimize security coverage and reduce

the probability of QoS violation due to the cyber security countermeasure.
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CHAPTER 2. SECURITY IMPLICATIONS OF TRANSPORT

LAYER PROTOCOLS IN POWER GRID SYNCHROPHASOR

DATA COMMUNICATION

In practice, uncertainty is inherent to complex systems such as smart power grid. In this

chapter, we develop some techniques to explore security vulnerabilities and show pragmatic

examples of uncertainty related to transport layer protocols in power grid synchrophasor

data communication. These uncertainties could affect the security of synchrophasor data

transfer, which is the primary target of our exploration.

Emerging synchronized phasor measurement is expected to greatly improve the wide-

area situational awareness of power grid operators. For years, the lack of adequate wide-area

situational awareness has plagued operators when it comes to devising appropriate responses

to impending grid conditions. Synchrophasors, typically installed at the substation level,

capture time-synchronized (through a common time reference such as GPS) current and

voltage phasor measurements from electrical buses and lines with sample rates up to 60Hz

[53]. Thus, measurements from a large geographical area, when aggregated at one location

with low network latency and high data availability, can facilitate near real-time Wide-Area

Monitoring and Control (WAMC) of the power system.

A typical WAMC architecture, similar to the one depicted in Fig. 2.1, is made up of

four major components [12]: synchrophasors (PMUs); phasor data concentrators (PDCs); a

communication network; and power applications. The components together implement four
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layers of the system: data acquisition, data management, data services, and applications.

The focus of our research is the data transfer between the data acquisition and data man-

agement layers, specifically the effect of transport layer protocol choice on the security of

the critical communications between these layers.

WAMC systems are real-time systems [13]. Decisions related to power grid operations

need to be made based on accurate real-time data within a small time window. Slight

manipulation of timestamps, added delay or partial loss of data, or modest data tampering

all could lead to errors or delays in decision-making thereby affecting reliable and efficient

operations of the power grid.

IEEE C37.118.2-2011 [1] is the up-to-date standard for power system synchrophasor

data transfer between PMUs and PDCs. However, this standard neither offers any restric-

tions on the choice of transport layer protocols nor provides a precise description of security

mechanisms that should be used. This implementation flexibility has two effects:

• Functionally, the choice of transport layer protocol can greatly influence the data trans-

fer performance as different transport layer protocols usually have very divergent mech-

anisms and characteristics, and are fit for different use cases;

• Security frameworks and implementations must be appropriate for the chosen transport

layer protocol. Different security frameworks provide different levels of security for

synchrophasor data transfer.

Thus, the selection of a transport layer protocol not only affects the performance of

data transfer but also has implications for security. The scope of our work is to analyze the
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potential security vulnerabilities of transport layer protocols for the communication between

synchrophasors and phasor data concentrators.

2.1 Related Work

The integrity and the availability of WAMC data is of great concern. False data

injection attacks against WAMC data that are undetectable by state estimator bad-data

detectors based on residue checks were proposed by Liu in [50], [51]. Extensive research

has been conducted on choosing false data to have certain effects on power state estimators

for both SCADA data [19], [75], [61] and synchrophasor data [45], [11]. However, these

papers described attackers as modifying the values reported by meters without addressing

specific mechanisms that might be used to make such changes. The work reported here is

motivated by the observation that modifying the data reported by meters while in transit

is a potential approach to carrying out false data injection attacks and would be attractive

from an attacker’s perspective because it obviates the need to physically access or modify

meters.

Since much of the data communication for the smart grid is predicated on the use of

Internet protocols, the transport layer protocols of interest are primarily TCP and UDP. The

current work builds on previous work on attacking these in the general Internet setting. For

most of the published attacks on TCP, inferring or guessing the correct sequence number is

the essential first step to launching a successful attack. Morris proposed an off-path attack

by guessing TCP sequence numbers in [58]. A desynchronization attack against TCP was
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proposed in [38]. Harris in [32] offered a quite comprehensive analysis of attacks against TCP.

Qian designed two techniques, which can make use of side-channel information revealed by

firewalls [65] or Linux host packet counters [66] to infer the sequence number of an existing

TCP connection very swiftly. General security related research on transport layer protocols,

not specifically related to synchrophasor data streams, mainly addresses TCP.

Transport layer protocols performance characteristics in synchrophasor applications

were addressed in [72]. An analysis of cyber security for smart grid communications can be

found in [83]. Current literature, however, lacks a comprehensive analysis of the security

implications of the two main transport layer protocols (TCP and UDP) with respect to

WAMC applications where data communication patterns are far more predictable, in timing

and quantity, than for general Internet applications.

As we observed, there are two gaps in current research related to cyber security of

synchrophasor data transfer in WAMC systems. 1) There is much theoretical work discussing

false data injection attacks at the system level. However, practical cyber aspect of mounting

these attacks is usually ignored. 2) Cyber security analysis usually focuses on the mechanisms

at the application level. Here we analyze the security concerns raised by the underlying data

transport layer since attackers may be able to exploit vulnerabilities of those mechanisms to

conduct coordinated attacks to inject false data or cause denial-of-service (DoS) [18]. The

goal is to fill these gaps with a thorough and rigorous analysis of the security implications

of transport layer protocols used in synchrophasor data transfer.
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2.2 Preliminaries

In the Open Systems Interconnection (OSI) model of data communications, the Trans-

port layer provides communication services for application processes. The transport layer is

under the session layer and above the network layer. The transport layer facilitates services

such as connection-oriented communication, reliability, flow control, and multiplexing to the

underlying network layer.

The connection-oriented Transmission Control Protocol (TCP) and the connectionless

User Datagram Protocol (UDP) are the two most commonly used transport layer protocols

in the Internet protocol family suite. With respect to synchrophasor data transfer, each has

advantages and disadvantages.

2.2.1 TCP for Synchrophasor Data Transfer

The Transmission Control Protocol (TCP) provides reliable, ordered, and error-checked

delivery of a stream of octets between processes. Flow control and congestion control mech-

anisms in TCP protect end hosts and the network from overloads by data senders. The

ordered delivery and reliability of TCP are achieved by stateful connections, sequence num-

bers, acknowledgments, and retransmissions. However, ordered delivery and retransmissions

for reliability affect the latency with which individual messages are delivered [28]. Further-

more, TCP’s 3-way handshake, used to establish the initial connection state, and the use of

acknowledgments also limit the achievable performance of the protocol. Sequence numbers
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also introduce a potential point of vulnerability to the system, which is one of the main

security issues investigated here.

In the context of synchrophasor communication, most of the network performance

related parameters could be chosen to reduce the need for TCP flow control and congestion

control mechanisms, relative to what happens in general-purpose networks. This observation

leads to the consideration of UDP as a transport layer protocol.

2.2.2 UDP for Synchrophasor Data Transfer

The user datagram protocol (UDP) has a simple transport service model requiring

only minimal mechanism as part of the protocol. UDP is datagram oriented and allows

datagrams to be dropped or reordered. There are no retransmission, flow, or congestion

control mechanisms. UDP’s simple checksums protect against data integrity errors due to

network errors, but are insufficient to protect against deliberate data manipulations.

UDP has several advantages in deterministic network environments. Since there isn’t

any connection establishment, time-out retransmission, or data acknowledgment, UDP may

often transfer data with lower latency than TCP. The lack of connection management results

in a smaller per-datagram overhead, which makes UDP more efficient than TCP. UDP can

also be used for multicast and broadcast communications, which are not possible using TCP.
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2.3 Security Implications of Transport Layer Protocols in Syn-
chrophasor Data Transfer

While general security concerns about TCP and UDP are widely investigated, the

synchrophasor data transfer environment reveals some new vulnerabilities and makes it easier

to exploit some previously known vulnerabilities.

We focus on security concerns that could give rise to DoS attacks or false data injection

attacks against PDCs. A malicious attacker aiming to launch DoS or false data injection

attacks might have zero or more of the following capabilities:

• A0: The attacker is able to commit IP spoofing.

• A1: The attacker knows the PDC’s IP address and port number and a PMU’s IP

address and port number. Then, the attacker can inject packets with the same four tu-

ple of (source IP address, source port number, destination IP address, destination port

number) as legitimate PMU data packets. We use the term header-tuple to explicitly

denote these four tuples in the remaining of this chapter.

• A2: The attacker can sniff traffic on the connection between a PMU and a PDC.

• A3: For a TCP connection, the attacker can infer current sequence numbers with the

available side channel information [65], [66].

• A4: The attacker can obtain time references as accurate as time references used by

synchrophasors.
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These capabilities are not mutually exclusive. For example, if an attacker can sniff a

segment in the communication, he can also easily derive the header-tuple.

In a given environment, attackers might launch different attacks and cause different

levels of disturbances to the decision making procedure with different combinations of these

capabilities available to them. Reasonable attackers would choose different attack strategies

to maximize the possible damage.

2.3.1 Security Concerns in Plain TCP

TCP provides stateful and connection-oriented communication. In order to correctly

order arriving data and to identify duplicate segments, TCP uses sequence numbers and

acknowledgement sequence numbers to maintain the state of a connection. It has long

been known that using random Initial Sequence Numbers (ISNs) is essential. A thorough

introduction to TCP sequence number and ACK mechanisms is in RFC 793 [36]. Over the

years that TCP has been in use, too-predictable (i.e., not sufficiently random) ISNs have

been a critical vulnerability that enabled many successful attacks.

With respect to applications of synchrophasor data transfer, several observations are

applicable to our security analysis: TCP connections for these applications are long-lived;

inferring the IP address and port number of the PDC is not very difficult and they are

even public knowledge to stakeholders of the WAMC system; data packets following the

IEEE C37.118-2011 Standard[1] have a fixed format, so segment lengths for data transfer

in a specific connection are invariant; furthermore, the PMUs are tightly synchronized with
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external time references (usually GPS) of high precision, so that the time intervals between

any two sequential data segments sent from the PMU within a TCP connection are precisely

uniform if there is no network congestion. This makes the guessing or inference of TCP

sequence numbers easier since invariant packet length and uniform time intervals force the

sequence numbers to increase at a constant rate.

These observations combined with general security vulnerabilities of TCP bring forth

some specific security concerns.

Connection Reset Attack

The first attack considered is a blind attack scenario with the goal of issuing a successful

connection reset, in which the attacker is assumed to have the header-tuple for a connection

but no capability beyond random guessing to acquire the current sequence number. Are

synchrophasor data streams, given their predictable nature, more susceptible to this kind of

attack than ordinary TCP connections?

We denote the constant length of synchrophasor payloads of any TCP segments by

l, the maximum sequence number by w, and the set of all possible sequence numbers by

W = {0, 1, 2, . . . , w− 1}. The PMU sends one data packet every t seconds. The probability

that an attacker can successfully send a TCP reset segment with the header-tuple and

a randomly guessed sequence number that makes this segment acceptable to the PDC is

pgeneral =
1
w
. In the standard TCP header, w = 232, so pgeneral is very small and it won’t

increase no matter how many random trials the attacker conducts.

In our specific scenario, however, an intelligent attacker can guarantee the success of a
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connection reset by exploiting the evenly incremental sequence number if the connection can

live long enough, although he doesn’t know at which step he attains his goal. The attacker’s

strategy can be described as follows:

1. At time 0, the attacker makes a random guess a ∈ W , but he doesn’t know whether

he has succeeded in resetting the connection;

2. At time t, the attacker makes another random guess b ∈ (W − {(a+ l)%w});

3. At time 2t, the attacker makes a random guess c ∈ (W − {(a+ 2l)%w, (b+ l)%w});

4. This procedure goes on and finally the attacker arrives at a search space |Wnt| =

1,Wnt = {ω}. The attacker finally takes ω as the sequence number of a reset packet

and finishes this reset attack.

Analysis : The number of packets needed for a session of this attack is w, which usually

is 232 − 1 = 4, 294, 967, 295. In order to avoid detection by routers or a firewall, the attacker

should not send out packets at a very high rate. Even if his sending rate is 10,000 packets

per second, it will take about 5 days to finish one session of attack. So the probability

of success with this type of reset attack is still vanishingly low, even though the sequence

number changes at a constant known rate.

Pace tracking TCP Injection

In the previous section we saw that an attacker who was forced to guess the current

sequence number, without additional information, faced a daunting task even given the pre-

dictable nature of synchrophasor data streams. This relatively optimistic result does not
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carry forward to situations where the attacker can gain information about current sequence

numbers. General TCP injection techniques are described in [31]. Pace tracking attackers

punctiliously follow the data-sending pace of PMUs. The overall idea is to exploit TCP’s

tolerance of retransmitted segments of TCP to feed forged data segments to the PDC ap-

plications. True segments from the PMU will be dropped (by the TCP implementation

of operation system) silently if the PDC always receives the forged segments earlier than

the corresponding true ones. An attacker with the capabilities covering {A0, A2} (on-path

attack) or {A0, A1, A3} (off-path attack) could quickly succeed in this kind of attack.

Due to the evenly incrementing sequence number over time, if the attacker can sniff a

true segment once or make correct inference of the sequence number once, he can keep track

of the increment of sequence numbers over time. The only extra requirement necessary to

succeed the attack is that the attacker also has an accurate external time reference. The

detailed procedure is illustrated in Fig. 2.2:

1. The attacker obtains the correct header-tuple;

2. At time t0, the attacker succeeds in obtaining the sequence number s0 of a segment

sent by the PMU at a time ts, (ts ought to be smaller than but very close to t0) in the

connection;

3. For each time t0+n× t− ε, n = 1, 2, . . . , the attacker sends out a fake-headered packet

with header-tuple and the sequence numbers as s0 + n× l. If ε > t0 − ts + (OWDa −
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OWDp)
1, the attacker can successfully inject his payload data and the PDC will ACK

the falsely injected segment with the victim PMU;

4. Since the PDC considers the true segment as a retransmission, the victim PMU would

get a duplicated ACK. It is the only by-product of this attack.

Extensive Attacker

Unlike pace tracking attackers, extensive attackers send out many segments in a short

time interval to commit an attack. As Fig. 2.3 shows, in this case, the attacker still has to

get the sequence number but may not rely on accurate external time references. Instead, he

has a local inaccurate time reference. We adopt our notations from Section 2.3.1. Without

external accurate time references, the attacker doesn’t have the capability to precisely track

the PMU’s sending pace. In order to raise the probability of injecting bad data successfully,

the attacker sends 2m fake segments with aligned sequence numbers simultaneously in one

attacking action. Here, 2m is the attacking window. The attacking procedure is as follows:

1. The attacker gains the correct header-tuple;

2. At time t0, the attacker obtains the sequence number s0 of a segment sent by the PMU

at a time ts, (ts ought to be smaller than but very close to t0) in the connection;

3. For each time t0 + n × t − ε, n = 1, 2, . . . , the attacker sends out 2m fake-headered

1OWDa is the one way delay from attacker’s access point to the PDC, OWDp is the one way delay from
the PMU to the victim PDC
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segments with sequence numbers s0 + n × l − m × l, s0 + (n + 1) × l − m × l, . . . ,

s0 + n× l +m× l.

A larger attacking window increases the probability of success, but it is not necessary

to make it too large as the window size of acceptable sequence numbers of a TCP connection

is limited. Moreover, a larger attack window leads to more duplicate ACKs, which makes

the attack more detectable.

2.3.2 Security Concerns in TLS

The Transport Layer Security (TLS) protocol is a modernized version of the older

Security Sockets Layer (SSL protocol) [21]. TLS is widely used in the Internet for inter-

acting with web services when security and privacy are important. Would using TLS for

synchrophasor communications prevent the attacks described above for plain TCP?

TLS provides communication security between the endpoints of TCP connections.

With the help of certificate mechanisms, the endpoints of a connection utilizing TLS employ

asymmetric cryptography to authenticate one another, and exchange a symmetric session

key for encrypting data. This provides data confidentiality and Message Authentication

Codes (MAC) for message integrity. A detailed introduction to TLS can be found in [21].

TLS encrypts the application data (payload of TCP) of TCP communications. Only

the payload of TCP is encrypted by TLS. The header of TCP is not protected. So TCP

connections with TLS are potentially still vulnerable to attacks related to TCP sequence

numbers introduced in Section 2.3.1.
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TLS does not allow independent decryption of individual records as the integrity check

depends on the proceeding data: if record N is not received, then the integrity check on

record N + 1 will be based on the wrong sequence number and thus will fail.

Moreover, known attacks on TLS such as [3] only lead to plaintext recovery. However,

an idea similar to the extensive attack introduced in Section 2.3.1 can cause DoS using TLS.

Once the attacker obtains a fresh TCP sequence number by sniffing or inference based on

side channel information, he repeats the same procedure introduced in Section 2.3.1 but with

a random payload. When any one of the injected segments is accepted by the application of

PDC, the TLS connection will break and the PDC will face a data blackout until the TCP

connection and TLS session are re-established.

2.3.3 Security Concerns in Plain UDP

Unlike TCP, the datagram-oriented UDP contains no mechanisms that protect against

data injection. If the synchrophasor data communication is implemented with plain UDP,

without any encryption or authentication procedures, false data injection attacks are trivial.

The attacker only has to know the PDC’s IP address and the port number used for data

communication, and gain an access point to send his UDP packets. The PDC will not be

able to distinguish good data sent by the PMU from injected “bad data” based on pure

cyber knowledge, though the application could detect the existence of the attack by noting

that it was receiving multiple PMU messages conveying the same timestamp.

If the attacker knows the PDC’s IP address and the port number used for data com-
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munication, it can also perform a buffer flood attack, a kind of well-known denial-of-service

(DoS) attack. Here, the attacker sends a large number of UDP packets to the victim PDC’s

IP address and port number. Since the buffer for a single UDP port is fixed, if the attacker’s

sending rate is much larger than the PDC’s consuming rate, the large number of packets sent

by the attacker can overwhelm the PDC’s buffer causing the victim PMU’s data packets to

be discarded.

2.3.4 Security Concerns in Datagram TLS

Datagram Transport Layer Security (DTLS) is a modified version of TLS that runs

on top of UDP. DTLS allows datagram-based applications to communicate in a way that is

designed to prevent eavesdropping, tampering, or message forgery. A more detailed intro-

duction to DTLS can be found in [55].

The overall design philosophy of DTLS is “bang for the buck” [55]. Designers of

DTLS made the least possible change to TLS in order to reuse the well analyzed scheme of

TLS and its implementations and infrastructures. Unlike for TCP, applications using UDP

may observe lost, out-of-order, or duplicate packets. On one hand, DTLS preserves these

characteristics of UDP; but on the other hand, in order to adjust to the characteristics of

UDP, DTLS makes two changes:

• Different from TLS, DTLS independently encrypts each packet, rather than using a

stream cipher, so missing packets will not affect the decryption of subsequent segments;
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• TLS records include a MAC which guarantees the record integrity, and the MAC

input includes a record sequence number which verifies that no record has been lost,

duplicated, or reordered. In TLS, this sequence number is implicit as it increases by one

for each segment, but for DTLS, this sequence number is explicit and not encrypted.

To probe the security concerns of DTLS, we need to understand DTLS’s packet val-

idation procedure related to the explicit sequence numbers. Sequence number verification

is performed using a sliding window. The receiver maintains a bit map indicating received

and correctly-validated packets within the sliding window. If a newly received packet falls

within the window and is new, or if the packet is to the right of the window, then the receiver

proceeds to MAC verification. If the MAC validation fails, the receiver discards the received

packet as invalid. The receive window is updated only if the MAC verification succeeds.

If the attacker can sniff packet(s) sent to a PDC, he can easily obtain the sequence

number as the explicit sequence number is not part of the encrypted data. Then the attacker

can track the pace of the sliding window and send large amount of packets with in-window

sequence numbers aiming to overwhelm the buffer, but the validation logic boosts the re-

quirements for the attacker to commit a buffer flood attack since the validation of duplicates

and MAC authentication are very fast operations. The OS can remove invalid packets from

the buffer at a faster rate. Thus, attackers attempting to overwhelm the buffer of DTLS

need to send packets with in-window sequence numbers much more quickly than attackers

described in 2.3.3.
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2.4 Experiments and Demonstrations

We illustrate these security implications introduced in Section 2.3 with results from

several experiments. These experiments deliver a more intuitive view of the security impli-

cations analyzed above.

2.4.1 Experimental Setup

The connected PMU used in our experimental setup sends out synchrophasor data at

30Hz following the format specified in C37.118-2011 (listed in Table 2.1).

With the help of Scapy2, an interactive packet manipulation program, we can forge

and decode packets for many protocols, send them on the wire, capture them, and match

requests and replies. Particularly, we use Scapy to sniff packets and send arbitrarily forged

packets.

We installed Wireshark on the victim PDC. It allows the user to see all traffic visible

on that interface and reveals all of the information in the Ethernet header, IP header and

UDP/TCP header in a very organized way.

In order to attain generality for our results, we didn’t employ OpenPDC or any other

specific PDC software. Instead, we developed software that emulates the data consumption

behavior of PDCs and exposes a detailed view of the timing that would be observed by

2http://www.secdev.org/projects/scapy/
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Table 2.1: Synchrophasor Data Frame Format Used in the Experimental Setup

Offset

(Bytes)

Position

(Byte Offset)

Description

2 0 Preamble

2 2 Size: size of frame (42)

2 4 ID of this PMU

4 6 Second of Century

4 10
Time Flag (1 Byte),

Fraction of Second (3 Bytes)

2 14 Status

4 16 Float: Voltage 1 Magnitude

4 20 Float: Voltage 1 Phase Angle

4 24 Float: Current 1 Magnitude

4 28 Float: Current 1 Phase Angle

4 32 Float: Power Frequency

4 36 Float: Delta Power Frequency (Unused)

2 40 CRC 16
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PDC software. Primarily, it receives data packets from the PMU, prints out the data and

forwards the packets to other computers. Our PMU and PDC are placed within the same

LAN. Another computer in the same LAN is configured to mimic the behavior of attackers.

2.4.2 Attacks on Plain UDP

In these experiments, the PMU sends synchrophasor data packets to the PDC using

UDP as transport layer protocol. The PDC’s processing procedure involves checking the

CRC of packets, extracting and printing the 10 variables of each packet and forward them

to another entity. The attacker sends UDP packets of the same length as the true packets to

the same port of the PDC. Payload data sent by the attacker is set to all 0s. Fig. 2.5 shows

the different ratios of lost packets with different attacker’s sending rates. When the attacker

sends more than 1000 packets/second, packet loss begins to occur. When the sending rate

is 40000 packets/second, more than 70% of true packets get dropped because of the buffer

flood attack.

Fig. 2.6 presents different ratios of false data packets when the attacker injects false

data to the PDC with plain UDP. We flag the PMU ID of the false data as 1 and PMU ID of

true packet as 0, so we can easily calculate the ratio of false data. If the attacker injects 400

false data packets per second, more than 90% of the packets obtained by the PDC are false

data packets injected by the attacker. The victim PDC can detect this attack but cannot

pick out the true data.
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2.4.3 Attacks Against TCP

For these experiments, the synchrophasor data communication between the PMU and

our PDC is configured to run on top of TCP. The attacker read the computer’s system time

using library time in Python 2.7.5.

Fig. 2.7 shows the effects of a pace tracking TCP injection attack. The attacker sniffs

a true TCP segment transferring from the PMU to the PDC at time 0 and then begins

to do the pace tracking attack. The attacker injects TCP segments at the PMU’s sending

rate, which is 30Hz. We measure the ratio of false data segments among all data segments

received in last one second. The victim PDC is spoofed by completely false data for about

1 second. It is expected that if the attacker has access to a more accurate time reference,

he can compromise the victim PDC completely by injecting false data for longer time as he

can follow the data sending pace of the PMU more closely. For WAMC applications which

usually have very high QoS requirements, even missing 1s of data is detrimental [33].

Fig. 2.8 shows the effects of the extensive attack described in Section 2.3.1 with

attacking window size of 4, 8 and 12 respectively. The data shows that the larger attacking

windows increase the time span of successful complete false data injection.

Fig. 2.9 is a snapshot of Wireshark indicating the success of a sequence number at-

tack against TLS. The synchrophasor data communication between victim PDC and victim

PMU is protected by OpenSSL 1.0.1, which is a common implementation of TLS. When

the attacker succeeds in injecting a TCP segment with ill-formatted payload data, the true
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TCP segment with the same sequence number as the injected false segment sent by victim

PMU is considered as a retransmission and then discarded by the operating system. Since

the OpenSSL implementation relies on a stream cipher, the lost segment affects all of the

following segments. The connection gets reset by the PDC. The communication stalls.

Table 2.2: Types and Requirements of Possible Attacks Against Transport Layer Protocols

Type Least Requirements

UDP Buffer Flood DoS {A0, A1}

UDP Injection False Data Injection {A0, A1}

TCP Pace Tracking False Data Injection {A0, A2, A4} or {A0, A1, A3, A4}

TCP Extensive False Data Injection {A0, A2} or {A0, A1, A3}

TLS Injection DoS {A0, A2} or {A0, A1, A3}

2.5 IPsec

TLS and DTLS operate at the boundary between Transport and Application layers in

the layered communication model. Given the concerns investigated above, alternatives for

achieving security using other layers should also be investigated. IPsec is a protocol suite for

securing communications that operates at the network layer [44]. IPsec is commonly used

in creating virtual private networks (VPNs). Compared with TLS/DTLS, IPsec appears to

be an attractive choice to protect synchrophasor data communications. Work is under way
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to appropriately configure IPsec for use utility control systems: IEEE Standard P2030.102.1

– Standard for Interoperability of Internet Protocol Security (IPsec) Utilized within Utility

Control Systems is being developed. Through sound deployment of IPsec, the vulnerabilities

brought by transport layer protocols, either UDP or TCP, could be mitigated. While it is

not our purpose in this chapter to fully evaluate the tradeoffs in choosing between IPsec and

transport-level security mechanisms, there are a number of drawbacks to using IPsec caused

by its relative complexity and the complexity of its deployment [76].

• Deployment of IPsec requires special support of routers [24], which increases the cost

and brings more possible threats into the system.

• IPsec leaves too much flexibility for implementors. The implementors not only have

flexibility in choosing encryption algorithms but also have to determine operation

modes (AH vs ESP, Tunnel mode vs Transport mode and IKE vs. manual keys).

This causes interoperability problems as implementors may understand the specifica-

tion differently; given the same options, different implementors may make different

choices [73].

• There is no existing way to analyze the security of different configuration options sys-

tematically [41]. IPsec is well beyond the level of complexity that can be analyzed or

properly implemented with current methodologies [26] and implementors may choose

flawed configurations. For example, Encryption-only configurations are fatally inse-

cure [62] and successful attacks against all MAC-then-Encrypt configurations can be

launched efficiently in practice[20].
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2.6 Discussion

Based on the analysis above, the requirements for committing a successful attack

against transport layer protocols in synchrophasor data communication is depicted in Table

2.2.

As discussed in Section 2.3, in a synchrophasor data transfer system running on top

of plain TCP, it is almost impossible for an attacker to derive the correct sequence number

using only random guessing even though connections are long-lived and operate at a constant

rate and predictable rate. However, attacks against plain TCP and TCP with TLS are

feasible for attackers who can get a current sequence number. Furthermore, unlike for

general applications of TCP, in a synchrophasor data transferring system the attacker can

continue injecting false data successfully for a relatively long time based on a single correct

sequence number. Thus, operators of synchrophasor data networks using plain TCP or TCP

with TLS must prevent attackers from sniffing segments or sequence numbers using side

channels. Plain UDP is trivially vulnerable to both DoS and false data injection attacks

and should not be used alone. UDP with DTLS provides good protection against both data

injection attacks and buffer overflow attacks. The main drawbacks to using DTLS are that it

has not been widely used up to now and its implementations have not received the scrutiny

that TLS implementations have received.

Providing security at the network layer, using IPsec, is certainly an alternative to the

transport layer approaches investigated here. The complexity involved in correctly deploying
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IPsec is a potential drawback to this approach that may cause utilities to favor transport-

layer security for synchrophasor communications.

Vulnerabilities of the transport layer protocols underneath synchrophasor data transfer

are just one type of uncertainty. So modeling and handling uncertainties including the

vulnerabilities we explore in this chapter is very significant to the smooth operation of power

grid.
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Figure 2.9: Sequence Number Attack against TLS
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CHAPTER 3. INTEGRATING UNCERTAINTY INTO

DECISION MAKING WITH A BAYESIAN FRAMEWORK

The U.S. power grid is on the cusp of a tremendous expansion in the amount of sensor

data that is available to support its operations. For decades the power grid has been operated

using supervisory control and data access systems that poll each sensor once every two or

four seconds—a situation that some in the industry have characterized as “flying blind”.

Now, widespread deployment of sensing systems called phasor measurement units (PMUs)

that provide accurately time-stamped data 30, 60, or more times each second is near at hand.

Data from PMUs and other high-rate sensing devices will be used to support new control

schemes in support of reliable and efficient operation of the power grid as larger fractions

of electric power demand are met by intermittent sources such as wind and solar, and as

controllable loads, such as electric vehicle rechargers, increase.

As power grid operations come to increasingly rely on new control schemes using these

data, the security of the data and their delivery, especially availability and integrity, but

to some degree confidentiality as well, is of great concern. Good security practices and

technologies such as those required by the NERC CIP standards will be even more essential

to reliable grid operations than they are today. However, uncertainty is inherent to the

large-scale system such as power grid due to the measurement error (e.g. sensor reading

error) or the stochasticity in physical processes (e.g. weather condition). What’s more, the

widely deployed PMUs brings even more uncertainty into the system through the following
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factors: (1) PMUs are more widely deployed under the control of various entities throughout

the transmission and distribution systems which may have different management policies

and configurations; (2) there may be various kinds of malicious cyber attacks on PMUs and

the system; (3) the amount of operational data depicting the dynamic system explodes. All

these factors make the system not only uncertain but even hard to describe and predict. For

example, when authentication is performed using a public-key infrastructure, the reliability

of the authentication is ultimately limited by the uncertainty of the binding between a

particular public key and the authenticated entity. While one might wish that there were

no uncertainty about this, it is in fact quite likely in a large-scale system that some of the

bindings are incorrectly known at least some of the time by some entities, whether due to

mistake or malicious manipulation.

If the uncertainty is unavoidable, the reliability of the system will either come down

to blind faith —we know the security is uncertain but we have to trust in it because it is

all we have—or to decision processes that explicitly and appropriately take into account

the uncertainties associated with security. Our research proposes a way to integrate

uncertainties into the decision making procedure.

Since the power grid must be controlled in real time in an ever-changing security threat

environment, we are interested in decision models that can be fully automated rather than

ones that rely on insights of humans. Computational decision making in the face of uncer-

tainty leads to the vast and expanding literature on decision theories that are used in business

strategy and operations, military planning, etc. Because Bayesian decision theory fits well
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with our desire for a computational solution, our approach uses a Bayesian perspective [69].

The word trust is introduced here for its connotations of one party’s (the trustor’s)

reliance on and belief in the performance of another party (the trustee); for example, trust in

a PKI certifier to correctly bind a public key to some other entity. The reliance or belief often

must occur without certainty or may be in the form of a prediction about the future (itself

a source of uncertainty). Trust, however, need not be blind: trustors can use evidence, for

example in the form of past experience with a trustee, reputation information, or contracts

and laws that impose penalties for non-performance, to form their trust judgments. We

believe that if critical infrastructures are to be resilient against attacks it is essential that

operational decision making processes appropriately take into account evidence about the

trustworthiness of their input data. As we will show in the next section, using evidence

appropriately means that it is considered in light of the particular decision being made:

there is no single approach to judging trust that is universally appropriate.

3.1 A Motivating Analogy

The credit reporting and scoring system for consumer credit (Fig. 3.1) provides an

interesting analogy for evidence-based decision making in the presence of risk and illustrates

some of the issues. Credit bureaus collect information from various sources and provide credit

reports that detail individual consumers’ past behavior in borrowing and bill paying. Some

companies further analyze the information in credit reports from multiple sources to produce

a single, numerical credit score based on statistical analysis of a person’s credit reports. The
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Figure 3.1: Credit Reporting System

credit score is claimed to statistically represent the creditworthiness of an individual.

Now consider the decisions lenders make in analyzing a loan application: they have to

decide whether or not to make the loan and on what terms. If the loan is made, a lender

stands to make a profit if the borrower pays it back, or a loss if the borrower defaults on

payment. A loss function describes the lender’s payback for various future behaviors of

the borrower. While the loss function is known, the future behavior of the borrower is, of

course, uncertain at the time the loan is made. The lender thus seeks to make a decision

that minimizes expected loss (maximizes expected return) by assessing the probability of

different future borrower behaviors. To do this they turn to the credit report or credit score

as well as information about employment, income, and stability of residence contained in

the loan application.

There are several important things to point out in this analogy.
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• First, different lenders will have different loss functions, and a single lender may have

different loss functions for different kinds of loans: trust decisions are situational. In

the power grid domain, a decision to turn off electric car charging at a time when the

the power supply is stressed carries different loss implications than a decision to shed

load by turning off power to an entire region.

• Second, different lenders may assess the probability of various borrower behaviors dif-

ferently based on the same credit report facts: trust decisions are subjective.

• Third, the analogy is imperfect: for lending, risk pooling allows businesses to balance

losses from some loans with profits from others, so decisions take into account not only

an individual loan but a whole portfolio of loans. Power grid operational decisions’

consequences cannot be easily aggregated, so in this domain the decision processes will

emphasize analysis of individual decisions.

So there are similarities and differences between the two domains. However, the struc-

ture is basically the same: the trustor collects evidence about trustees and uses it to proba-

bilistically predict the behavior of the trustee according to a model. The trustor may make

decisions that later, based on hindsight, seem wrong, but are nevertheless the best that could

be made at the time based on the information available.
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3.2 Preliminaries

The distributed control system for a large-scale critical infrastructure (such as the

power grid) can be described abstractly as consisting of a collection of controllers, a col-

lection of data sources, and a collection of actuators. Actuators and controllers share the

essential characteristics, for our purposes, of dealing with uncertainty of security so we will

focus in what follows on controllers and information sources. In the power grid, for example,

controllers are things like protective relays, automatic generator controls, remedial action

schemes, etc. Data sources include sensors, human operators, and outputs of controllers.

Communication channels link data sources to controllers. The essential property of con-

trollers is that they receive inputs from data sources and repeatedly make decisions based

on those data, with the decisions ultimately being reflected in an action that changes the

physical state of the grid in some way.

Because of noise in sensor outputs, in today’s system inputs are assumed probabilisti-

cally related to the actual state of the sensed world by considering that each measurement

consists of the actual state plus a normally-distributed noise term. Failures in the system can

lead to bad inputs (highly improbable in the normally-distributed-noise model) which can

often be detected and excluded by bad-data detection algorithms that exploit redundancy

present in the inputs. Recent research has addressed ways that input data streams might be

intentionally attacked invisibly to the bad data detectors in use today [50].

The approach described is, at a high level, aimed at providing controllers with the abil-
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ity to evaluate evidence from a variety of sources regarding the correctness of data received

from sensors and the ability of actuators to carry out commanded actions. The uncertainties

associated with these aspects as well as with outcomes are modeled probabilistically though

with much greater flexibility than afforded by the normally-distributed-noise approach cur-

rently used, and with explicit incorporation of uncertain results in the form of loss functions.

3.3 The Bayesian decision model

Decision theory studies the values and uncertainties related to making rational and

optimal decisions [27]. Statistical theory has been widely applied to decision theory and is a

common tool for decision making problems [63]. Our method is based on the Bayesian sta-

tistical paradigm which can quantify the uncertainties of decisions using personal probability.

A systematic introduction to Bayesian decision theory can be found in [69].

As previously noted, uncertainty is inherent in complex systems and thus risk, which

is a state of uncertainty where some of the possibilities involve a loss, catastrophe, or other

undesirable outcome, is unavoidable. In order to reduce risk, every entity in the system

should have the ability to incorporate evidence about the trustworthiness of other entities

and be inclined to rely on more-trustworthy peers. To begin formalizing this viewpoint, we

assume that there are a number of trust-related attributes E = (E1, E2, . . . , Ep) concerning

each entity in the system, together forming the trust evidence. Focusing on a single entity

A, at a certain time point, it could collect the current evidence about a certain entity B

which can be denoted as xi = (ε1, ε2, . . . , εp)∈ R
p. Over a period of time it will collected a
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number of xis denoted x = (x1, x2, · · · xn). Based on x, A will make a decision d ∈ D (where

D is the decision space) on B in light A’s estimate of the value of θ (0 ≤ θ ≤ 1) from the

parameter space Θ which is called the trustworthiness to be placed on B. Essentially, θ is

probability that B is trustworthy.

In the current model, the decision-making process is considered as a choice of action

made by the decision maker among a set of alternatives according to their possible conse-

quences. In the power grid these decisions are made under uncertainty, i.e., the decision

maker can neither know the exact consequence of a chosen decision before it occurs nor

get accurate values of the evidence due to the complexity and uncertainty of the system.

Probabilistic modeling is a natural choice both for interpreting the evidence, E, and eval-

uating the consequences. The model should not only incorporate the available information

in E but also the uncertainty of this information. In the probabilistic model, xi (1 ≤ i ≤ n)

follows a probability distribution fi, xi ∼ fi (xi|θ, x1, · · · , xi−1) on R
p where fi is known

but θ is unknown. If x is collected over a short enough period of time, it is reasonable to

assume that x1, x2, · · · , xn are independent repeated trials from identical distributions and

the distribution can simply be denoted as

x ∼ f (x|θ)

The likelihood function l defined as

l (θ|x) = f (x|θ)

is equal to f but emphasizes that θ is conditional on x and manifests that θ can be

inferred from x. According to our assumptions and the likelihood principle [7], all available



44

information to make inference of θ is contained in the likelihood function l (θ|x) and the value

of θ can be inferred from x. Decisions can be made based on the inferred value of θ. To

combine these processes, when the likelihood function l (θ|x) is fixed, a function from X to D

can be obtained as δ (x) which is called the decision rule as it relates to trust. (Keep in mind

that trustworthiness assessment is only one aspect of the overall decision process—decisions

are made according to the inferred trustworthiness value, but trustworthiness evaluation is

not the end goal).

In the remainer of this section we describe the elements involved in a Bayesian deter-

mination of decision rule δ (x), namely prior distributions and loss functions, and then state

the derived rule.

3.3.1 Modeling prior information

As previously noted, trust decisions are subjective: based on the very same evidence,

different trustors may make different decisions. In the Bayesian model, the uncertainty on the

trustworthiness value θ of a trustor regarding a trustee before receiving evidence is modeled

using a probability distribution π(θ) on Θ, called the prior distribution. Subjectivity of trust

is naturally modelled by different prior distributions.
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3.3.2 The loss function

While it is easy to talk about making “good” decisions, the model requires a precise

formalization of the notion of goodness.All of the possible choices in a decision should be

ordered or quantified.Decision theory uses the loss function for this purpose. A loss function

is any function L ≥ 0 from Θ × D to R
p and represents the penalty L (θ, d) associated

with the decision d when the parameter takes the value θ. In our situation, the penalty

L (θ, d) is the quantified consequence at the time the decision is made when the trustee’s

trustworthiness value is θ and the trustor chooses decision d. However, it is very hard to

measure the trustworthiness value of a trustee in a complex system due to the dynamic and

fuzzy nature of trust [9]. So it is important for the model to reflect such uncertainty. A

simple way to obtain the loss is to integrate over all of the possible values of θ. What’s more,

instead of focusing on evaluating one decision, our goal is to assess a decision rule δ (x) which

is the allocation of a decision to each outcome x ∼ f (x|θ), so the loss function L (θ, δ (x))

should also be integrated on X which is the whole space of x.

Given the prior distribution, π (θ), and the distribution of x, f (x|θ), θ should be

integrated in proportion to π (θ) and x in proportion to f (x|θ). So the loss function can be

written as:

r (π, δ) = E
π [R (θ, δ)] =

∫
Θ

∫
X L (θ, δ (x)) f (xθ) dxπ (θ) dθ

where r (π, δ) is called the risk function of δ.
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3.3.3 The Bayesian estimator

The goal of the decision-making model is to derive an “optimal” decision rule that pro-

vides trustors with rational decisions about trustees based on the observations (evidence),

x. Optimality is implemented by minimizing the risk function r (π, δ). The decision maker

follows the decision rules that give the smallest risk. However, most of the time, the trustwor-

thiness value θ is unknown, so a problem arises regarding under which situation we minimize

the risk function.

A common choice for Bayes paradigm is the minimax rule which chooses the δ̃ that

satisfies sup
θ

r
(
θ, δ̃

)
= inf

δ
sup
θ

r (θ, δ). Moreover, the minimax rule also fits for our original

intention which is to make decisions that reduce the risk of the trustors under uncertainty.

As an implementation of the likelihood principle, the Bayesian paradigm satisfies the

decision-related requirements for trust assessment. It not only quantifies uncertainties and

minimizes the risk in decision-making, which is a crucial to make rational decisions, but also

smoothly incorporates trustors’ prior information about the trustees’ trustworthiness. This

is essential when the decision process is viewed in the context of long term operation of the

system: trustors continuously acquire new evidence that must be combined with their prior

information when making new decisions.
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Figure 3.2: CDF of three different prior distributions

3.4 A Simple Example

In this section, we give an example of the decision-making model. We examine the

simplified decision-making case with the goal of inferring the trustworthiness value of a

trustee based on the observation x: so D = Θ.

The evidence aggregator of the trustor collects values of the related attributes E =

(E1, E2, . . . , Ep) and stores these values in the corresponding vector xi = (ε1, ε2, . . . , εp).

Within a short time, T , this evidence aggregator will collect the n vectors like xi and form

x = (x1, x2, · · · xn). Since T is short, we assume that x1, x2, · · · xn are independent repeated

trials from identical distributions f . According to the probabilistic modeling, the values

of the attributes are conditional on the trustworthiness value θ, so the distribution can be

denoted as f (x|θ).
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As we said before, trust is subjective. For example, risk-averse trustors may tend

to make negative decisions and risk-preferred trustors may tend to make positive decisions.

The differences among trustors could attributed to many factors. For instance, the difference

might be attributed to former experience of the trustors: positive experience, which means

that the trustor made many correct decisions on trustworthy entities, will make the trustors

more risk-preferred. Conversely, negative experience, which means that trustors made wrong

decisions and trusted the wrong entities, will make the trustors more cautious. For one-

dimensional evidence, this particular kind of subjectivity can be modelled using a Beta-

distribution with parameters α and β as the prior distribution of trustors. Let α be the

number of past negative experiences and β the number of past positive experiences. The

prior information of trustors can be modeled as:

π (θ) = Beta (α, β) = θα−1(1−θ)β−1

∫ 1
0 tα−1(1−t)β−1dt

where π (θ) is the probability that trustor will decide to trust the trustee. Increasing α

makes the trustor more risk-averse and increasing β makes the trustor more risk-preferred.

As Figure 3.2 shows, the decision maker with α = 8 and β = 2 (top line in the

diagram) will tend to make negative trust decisions since the probability that it allocates

trustworthiness values under 0.5 is high. The decision maker with α = 2 and β = 8 (bottom

line in the diagram) is more likely to make positive decisions.

For this simplified example, since we just want to estimate the value of θ, we select a

commonly-used simple loss function—the quadratic loss function:
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L (θ, δ) = (θ − δ)2

The risk function would be

r (θ, δ) =
∫
Θ

∫
X (θ − δ)2 f (x|θ) dxπ (θ) dθ

for which the computed estimator is

δ (x) =
∫
Θ θf(x|θ)π(θ)dθ∫
Θ f(x|θ)π(θ)dθ

Another application of Bayesian estimation would be the calculating of the Top Rated

250 Titles of Internet Movie Database (IMDb www.imdb.com). By the Bayesian estimation

process, the IMDb obtains a formula to calculate the weighting rating:

W = Rv+Cm
v+m

where:

W = Weighted Rating

R = average for the movie as a number from 0 to 10

v = number of votes for the movie

m = minimum votes required to be listed in the Top 250 (currently 3000)

C = the mean vote across te whole report (currently 6.9)

Similar to this, our final goal of this framework is to develop a formula to calculate

the trustworthiness value or make decisions relevant to trust based on the evidence collected

from the power system.
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3.5 Related work

Trust in the information security area is drawing increasing attention. In 1996, Ras-

mussen and Jansson stated the relationship between security and social control and classified

security mechanisms as: soft security such as trust and reputation systems and hard security

like authentication and access control [67]. Actually, typical security mechanisms include

some aspects of trust, but they make explicit trust assumptions [15]. In order to overcome

some drawbacks of the current security mechanisms such as the inadequacy of authentication

[8], a more general concept of “trustworthiness should be managed [2].

Trust management is largely associated with inference or decision making. Related

evidence should be collected first and delivered to the trust management system as input

for the decision making model. Several trust management systems such as PolicyMaker [8]

and REFEREE [16] were designed to collect security credentials and test the compliance

of the credential with security policies. Also, some trustworthiness computing models [23]

collect trustors’ former experience as evidence and make predictions based on this former

experience. Some models collect evidence from other entities–these are essentially reputation

systems [42]. Generally, however, current trust management systems or trustworthiness

computing models set their goal as determining a numerical trustworthiness value for a

trustee or making a binary decision about whether a trustee is trustworthy or not. We go

beyond this viewpoint by looking at trust decision making as coupled to succeeding decision

processes.
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CHAPTER 4. A TRUST MODELING FRAMEWORK WITH

APPLICATION TO CRITICAL INFRASTRUCTURES

In Chapter 3, we have shown that uncertainty can be integrated into decision making

procedure related to trust assessment. Trust, as a decision making procedure, is usually

applied as input to other decision making procedures. In this chapter, we take a closer

look at the ontology of trust, how to make trust decisions, how this procedure is related to

uncertainty measurement in critical infrastructures, and how this framework can be applied

by data consumers to select more trustworthy data sources.

4.1 Motivation of Assessing Trust for Critical Infrastructure Sys-
tem

Trust is a relatively new area of research in computer science but has a rich and a mature

basis in other research areas. Nearly every aspect of a person’s social interaction involves

some form of trust [79]. Thus, trust is as almost old as the human race. Trust research first

appeared in sociology [52] and then unfolded over other areas including communications [80],

economics [85], and political science [37]. In these areas, trust has been intensively studied

in situations that require collaboration or information sharing under uncertainty. Trust is

especially becoming much more pronounced in research related to critical infrastructures.

The main reason for this is that applications pertaining to critical infrastructures implicitly

follows three tendencies.
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1. Modern systems are becoming more distributed geographically and are stretching

across multiple domains (e.g. cyber-physical systems, social media, cloud comput-

ing, etc). Consequently, agents in these systems are more exposed to environments

with more uncertainty.

2. Distributed systems in mobile and ubiquitous environments demands much more fre-

quent information sharing as well as smoother collaboration among heterogeneous

agents. This again raises important trust issues.

3. The traditional Trusted Third Party (TTP) approach is deemed neither scalable in

expanding structures nor resistive to intentional malicious attacks.

Security in large multi-domain systems are also challenged by the lack of expressiveness,

and suffer from numerous security implications. Trust, on the other hand, is more expressive

than many traditional system properties, including security, due to its abstract and multi-

faceted nature [79]. Moreover, trust models can cover the inherent uncertainties present in

these complex distributed systems, which most traditional security models aren’t capable of

capturing [22].

Uncertainty has a great influence on performance in large complex distributed systems.

Unfortunately this is sometahing that is unavoidable because that the information which

directly influences the reasoning (cause and effect) and decision making (rules) in these

systems aren’t always accurate or complete [46]. Such information can come from different

sources in different forms, which makes it fundamentally unsound to categorize or classify

uncertainty into different types; there is only one kind of uncertainty – the lack of knowledge
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pertaining to the truth of a proposition [5]. The overarching goal here is to build

a mathematical framework for trust modeling that is suitable to the needs of

modern critical infrastructure applications.

4.2 Definition of Trust

Definition 1 (Definition of Trust) : Trust is the subjective belief in the consistency

between trustee’s behavior and trustor’s expectation under a given context in an environment

with uncertainty.

At the conceptual level, trust is very abstract and multifaceted [79]. The sheer expres-

siveness of trust makes it possible to interpret and understand it in different ways. This

however, has caused the lack of a widely-accepted canonical model of trust, either concep-

tually or mathematically. Besides, there is no trust model with a critical infrastructure

emphasis within which uncertainty is very significant in terms of its protection and security.

A definition of trust with implications to critical infrastructure applications has five essen-

tial aspects as follows. By taking these aspects in to consideration, a definition of trust for

critical infrastructures is provided in Definition 1.

• Uncertainty: It only makes sense to talk about trust when facing uncertainty

• Belief : Trust is a psychological state i.e. trust is belief

• Consistency: Trust is a judgment on the consistency between trustee’s behavior and

trustor’s expectation
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• Context: A trustor only trusts a trustee under a specific context

• Subjectivity: Trust is subjective. Different trustors may make different trust deci-

sions based on the same set of observation under same context

4.3 Trust Assessment and Decision Making

A generalized trust modeling problem can be depicted as follows: assume that there

are n agents in a certain problem scope. Given a time window T , timings ti, ti ∈ T , and a

potential trustee agent α, a trustor agent β can have an observation xα
ti
of agent α’s behavior

on some context Ω. The series of observations xα
ti
within T is denoted as Xα. Thus, the

trust modeling problem can be defined as follows3:

Definition 2 (Trust Modeling Problem) Given a trustee agent α, a trustor agent

β, and β’s observation X on α within time window T on context Ω, β has to decide between

the hypotheses:

• H0: trustee α is NOT trustworthy based on X;

• Ha: trustee α is trustworthy based on X.

The aim of the proposed framework is to formulate the rules for the hypotheses testing

in Definition 2. From Definition 1, trust modeling is essentially a measurement between the

3When the trustee and time are obvious, we write Xα as X and xα
t1 as x
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Figure 4.1: The Framework of Trust Modeling for Critical Infrastructures (left) and Trust Policy

Setup

Figure 4.2: The Framework of Trust Modeling for Critical Infrastructures (left) and Trust Policy

Setup

difference in trustor’s expectation and the trustee’s behavior. Specifically, this difference is

called the surprise and the function to check the difference is termed the surprise function.

With this, the two hypotheses in Definition 2 can be extended to include surprise as follows:

• H0: trustee α is NOT trustworthy based on X, if S(E,P ) > τ ;
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• Ha: trustee α is trustworthy based on X, if S(E,P ) ≤ τ

where τ is a threshold determined by the trustor, E is the trustor’s expectation, and P is the

trustee’s behavior which can be inferred from X. Both E and P can be either distributions

(functions) or vectors. S is the surprise function.

The conceptual flow of the rules for this hypotheses testing, i.e., the framework of trust

modeling, is illustrated in Figure 4.2. As shown, the whole trust modeling framework is

composed of four phases: trust policy set up, expectation construction, behavior modeling,

and consistency check. In the trust policy set up phase, trustors set up their principles

for expectation constructions, behavior modeling and decision makings. In the expectation

construction phase, trustors form their expectations. In behavior modeling phase, trustors

model the behavior of trustee agents according to their observations X on these agents. In

the final phase, trustors compute the surprise scores indicating the differences between their

expectations and trustee agents’ behavior models, compare these scores with the thresholds

set up in trust policy set up phase, and conclude their final trust decisions.

4.4 Trust Policy Set Up

A trustor sets up his/her trust policy such as the method to construct the expectation

and the threshold for the hypotheses testing. These policies should be made according to the

trustor’s context of personality which is his/her internal characteristic and situation which

is his/her condition in the external environment.
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Figure 4.2 shows the trust policy set up phase, which is made up of four factors: a

threshold τ for the hypotheses testing, principle to construct expectation E, principle to

model trustee’s behavior P based on X, and surprise function S. Practically, these factors

are usually determined by three trustor attributes: personality and situation, available prior

information, and capability to digest the information.

• Personality and Situation: Personality and situation are inherent to individual

trustors, thus, they can influence all aspects of a trustor’s trust policies. For ex-

ample, trustors, who are less vulnerable to untrustworthy trustees, tend to be bold

thus, the processes of making a trust decision is relatively easy. Conversely, trustors

who are more vulnerable to untrustworthy trustees are usually cautious when making

trust decisions. A super agent – an agent with a lot of interactions with a large pool

of agents within the same context – maybe picky about trustees since they have more

potential options and opinions. At the same time, their trust decisions might have

greater impact on the whole system.

• Available Information: In addition to the behavior data X, a trustor may have

some prior information about a trustee. This prior information determines how the

trustor can construct his/her expectation about the trustee. Explicitly, the trustor

may have:

1. Sufficient prior information which means the trustor has very specific expectations

on the trustee;
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2. Partial prior information signifying that the trustor knows the domain of the ex-

pectations for the trustee. The trustor may assign a weight to an expectation

indicating the frequency of its occurrence. This forms a distribution of expecta-

tions;

3. The trustor may have no prior information to construct his/her expectation(s)

except some historical behavior data of trustee. So it would rely completely on

the historical behavior data X[1,ti−1] to construct his/her expectations or adopt

expectation from other trusted peers.

• Capacity: The selection of function S, trustee’s behavior modeling, and the expecta-

tion construction are all dependent on trustor’s computing capacity and capability to

process information and data.

In practice, the process of setting up a trust policy is the most fundamental and difficult

task in trust modeling. It has the greatest influence on the performance of the model and

reflects trustor’s subjectivity and flexibility. Trustors can construct their expectations and

complete other trust modeling phases only after the trust policy is set up.

4.4.1 Expectation Construction

In this phase, the trustor should form his/her expectation according to some prior

information such as trusted peers’ endorsements. There are three cases for the available

prior information:



59

1. The trustor has a concrete expectation within the time window T so that the prior

information will be E = {e} (e stands for a concrete expectation);

2. The trustor has a set of possible expectations within time window T so that the prior

information will be E = {e1, e2, . . . , en, . . . } (e1, e2, . . . , en are concrete decisions). If

the trustor assigns weight to every ei ∈ E indicating their frequencies of occurrences,

this will form a distribution f(e).

3. The trustor has no expectation and cannot obtain significant prior information about

expectation. Thus, E = ∅. In order to complete the trust decision, the trustor has

to construct his/her expectations E ′ based on historical observations X− or adopt

expectations Ea from other trusted relevant peers.

4.4.2 Behavior Modeling

In this phase, the trust model takes observation data X on the trustee’s current behav-

ior as input and outputs a model P describing trustee’s behavior. For simplicity we directly

use X as the model of trustee’s behavior instead of constructing more complicated models.

4.4.3 Consistency Check

In this phase, the trustor’s surprise function S determined in the policy set up phase

takes the expectation E formed in the expectation construction phase and the behavior
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model P generated in the behavior modeling phase as inputs and outputs a score indicating

the difference between trustor’s expectation and the trustee’s behavior. This value is then

compared with the threshold τ which is predefined in the policy set up phase to decide

whether trustor should reject H0.

4.4.4 Trust Modeling Framework

Context is implicitly fixed in certain trust modeling frameworks. A trustor begins with

setting up his/her trust policy which can reflect his/her subjectivity. Then the modeling of

expectation and trustee’s behavior takes uncertainty into consideration. Consistency check

procedure explicitly investigates the consistency between trustor’s expectation and trustee’s

behavior. Trustor’s belief of trust forms after trustor compares the surprise score and the

threshold. So generally, our framework closely follows our definition and characteristics of

trust.

4.5 Two Concrete Trust Models

In this section, we show two specific models corresponding to three cases for expectation

construction. We review the residue check method for bad data detection in power grid state

estimation as a trust model complying with concrete expectation E = e case. Then, we

propose two concrete algorithms for trust modeling – the trust model with prior expectation

(PE model) and the trust model with self-built expectation (SE model) – both of which
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closely follow the proposed framework. These two algorithms are corresponding to the case

E = {e1, e2, . . . , en, . . . } and E = ∅ respectively.

Power grid operation is heavily relied on the measurement data, which defines the grid’s

state. These measurements are typically transmitted to a control center, which provides

monitoring and control over the power system. State estimation, which is to best estimate the

power grid condition according to analysis of measurement data and power system models,

is crucial to both this monitoring and control of the power grid [50]. For instance, consider

a DC power state estimation based on a linearized AC power flow model [47]:

Specifically, we propose a model that fits cases with a set of known expectations (PE

model) and another model which is suitable to applications without foregone expectations

available (SE model). Simulation results show: (1) that the trustors have the flexibility to

choose a model that best fits the trust decisions they desire; and (2) that both the SE and

PE models work well on both data with and without oscillations. Some of the planned future

work includes further exploration on trust policy construction and advanced techniques to

develop expectations from prior information.

z= Hx + a +e

Here, e is the noise and e ∼ N (0,Σe). And a is the malicious data injected by an adversary

(||a||0 ≤ k means a is a vector with at most k non-zero entries). z ∈ Rm is the vector power

flow measurements. x ∈ Rn is the system state.

Since the control center obtains the estimated state x̂, its expectation of the measure-

ment z should be E = {Hx̂}. The surprise function S is the 2-norm of of difference of z and
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Hx̂, which is r = ||z−Hx̂||. If r < τ , trustor rejects H0 and vice versa.

4.5.1 PE Model: Trust Model with Prior Expectation

We can make use of the Kolmogorov-Smirnov (KS) test to define the surprise function

S for cases where the trustor has a distribution of expectations, E : q = f(ei), ei ∈ E.

In S, we consider the expectation as the reference probability distribution and X as the

sample data. Essentially, the KS test is used to decide whether a sample is coming from a

population with a specific distribution. Thus, the idea in the PE model is to test whether

the behavior data of the trustee (sample data) follows the trustor’s expectation (the specific

given distribution of expectation). So in this model, trustor can make use of the observation

data X on the trustee’s behavior directly without modeling it.

KS test is based on the empirical cumulative distribution function (ECDF)4. Firstly,

we reorganize the data of X in ascending order X = {x1, x2, . . . , xn}. If i < j, then xi ≤ xj,

where 1 ≤ i, j ≤ n. Then, by the definition of ECDF in [35], we can obtain the ECDF of X:

KN(xi) =
n(i)

N

where n(i) is the number of points less than xi. The KS test is to measure the maximum

distance between the cumulative distribution of expectations and the ECDF of the behavior

4ECDF is the distribution function associated with the empirical measure of the sample
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data.

The surprise function (Kolmogorov-Smirnov test statistic) is defined as:

S = sup
xi

||F (xi)−KN(xi)||, ∀xi ∈ X

where F is the cumulative distribution of the expectation distribution which must be a

continuous distribution and fully specified (i.e., the location, scale, and shape parameters

cannot be estimated from the data). Thus the hypotheses can be rewritten as:

• H0: (Trustee is NOT trustworthy) S(E,X) = KS(F,KN) > τ . The behavior data

doesn’t follow the expectation distribution;

• Ha: (Trustee is trustworthy) S(E,X) = KS(F,KN) ≤ τ . The behavior data follows

the expectation distribution.

4.5.2 SE Model: Trust Model with Self-built Expectation

Trustors in critical infrastructures more commonly don’t have predefined expectations.

Thus, trustors resort to constructing their own expectations based on historical observations.

For the expectation established according to historical data, it is further assumed that they

are highly correlated to the future behavior. More specifically, a trustor can predict the

behavior of the trustee in some sense in accordance to the historical data.

Here, we apply the kernel functions [60] to construct the expectations. A kernel func-

tion is a weighting function used in non-parametric techniques that makes use of the data
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obtained to estimate the underlying distributions. Let Xt−1 = {x1, x2, . . . , xn} be the series

of observation data within a time window Tt−1 and assume that they are i.i.d. examples

drawn according to a distribution g(x). The Parzen-window estimate [84] of g(x) is based

on the n samples in X and is defined as:

ĝ(x) =
1

n

n∑
i=1

δ(x− xi)

where δ(·) is a kernel function with localized support and its exact form depends on n. The

Gaussian kernel function is the most common kernel function because Gaussian function is

smooth and hence the estimated distribution function ĝ(x) also varies smoothly. Thus, ĝ

can be expressed as a Gaussian kernels with common variance σ2:

ĝ(x) =
1

n(2π)
d
2σd

n∑
i=1

exp{−||x− xi||2
2σ2

}

where d is the dimensionality of the feature space.

Consider time window Tt right after Tt−1, which results in another time series of ob-

servation data Xt. Using the same methodology as above, we derive the Parzen-window

estimator ĥ(x̃) based on Xt.

So for the time instance t, ĝx is considered the expectation E and ĥ(x̃) as the behavior

of trustee P . Then the question is how can we measure the difference between this P and

E which are both distributions?

For the surprise function, we measure the difference between two distributions ĝ(x)

and ĥ(x̃) with relative entropy (Kullback-Leibler (KL) divergence) [48]:
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S = KL(ĝ(x), ĥ(x̃)) =

∫ ∞

−∞
ln(

ĝ(x)

ĥ(x̃)
)ĝ(x)dx

Thus. the hypotheses can be adapted as:

• H0: (Trustee is NOT trustworthy) S(E,X) = KL(ĝ(x), ĥ(x̃)) > τ ;

• Ha: (Trustee is trustworthy) S(E,X) = KL(ĝ(x), ĥ(x̃)) ≤ τ .

4.6 Numerical Results

In this section, we test our models on data sets generated by GridSim [4]. GridSim is

a power grid simulation software which generates simulated PMU data streams at a rate of

30 samples/sec which includes time, voltage, current, and phase angle measurements. The

data is assumed noise free as they are generated by solving highly accurate power system

differential equations. For experimental purposes, we manipulate the generated data streams

by injecting random vectors to them and then use the original data as data from “trustworthy

agents” and manipulated data as data from “untrustworthy agents”.

We intercepted 5 minutes of GridSim data and extracted 101 streams of voltage read-

ings between different pairs of buses in Kundur’s 2-area system [49]. There were 3 observable

oscillations in this 5 minute window. For comparison and performance measurement pur-

poses, we separated the data frames in both trustworthy and untrustworthy data streams

into data frames with oscillation and data frames without oscillation and ran our algorithms

on both of these kinds of frames.
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We tested both of the PE model and SE model on these two types of data frames (with

and without oscillation) and measured the sensitivity and specificity of our algorithms. In

statistics, sensitivity and specificity are measures of performance of a binary classification

test. Sensitivity measures the proportion of actual positives which are correctly identified as

such and specificity measures the proportion of negatives which are correctly identified. In

other words, sensitivity = (1− type I error) 5 and specificity = (1− type II error) 6.

4.6.1 Simulations of the PE Model

Figure 4.3 illustrates a ROC curves for the PE model on both data frames with oscil-

lation and data streams without oscillation. The ROC curve is a comprehensive indicator of

the performance that is created by plotting the sensitivity vs. (1−specificity) (i.e., type II

error) at various thresholds of τ . Since all the data streams are from the same bus system,

it is expected that their behaviors are highly related. We arbitrarily pick one of these data

streams as the a trustworthy reference data stream to construct the expectations for all other

streams.

To test the accuracy of the models, we manipulate the other 100 data streams with-

out oscillation data frames and inject random “attack vectors” to emulate “data streams

5Type I error occurs when the null hypothesis (H0) is true, but is rejected

6Type II error occurs when H0 is false but is accepted
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from untrustworthy PMUs”. Then we label the original data streams as “trustworthy data

streams” and manipulated ones as “untrustworthy data streams”. We perform a KS test

on both the trustworthy data streams and the untrustworthy data streams to get the KS

statistic values respectively. We make different trust decisions on these data streams as the

threshold τ varies between [0, 1] evenly. The same procedure is applied to the 101 data

streams with oscillations to obtain its respective ROC curve.

The area under the curve (AUC) of ROC is a number indicating the comprehensive

performance of the respective model. Higher AUC number means greater accuracy on trust

decisions. ROC in Figure 4.3 without oscillation is 0.8894, which indicates that for the PE

model, the probability that a randomly chosen untrustworthy data stream gaining higher

KS score than a randomly chosen untrustworthy data stream is 0.8894. AUC of ROC with

oscillation is 0.7908.

�

 

 

�

 

 

Figure 4.3: ROC Curves of PE Model (left) and SE Model (right)
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4.6.2 Simulation on the SE Model

We draw a ROC curve for the SE model by following the same procedure and by

injecting a random attack vector as in the PE model above. This is illustrated in Figure

4.3 (left). Here, we use a one second time window and construct distributions according to

Parzen-window for every time window. Then we apply the surprise function to measure the

relative entropy between every two consecutive time windows and normalize the data. The

AUC of ROC for SE model without oscillations is 0.7474 and AUC of ROC with oscillations

is 0.6072. What this means is that the probability that a randomly chosen untrustworthy

data stream gaining higher score of relative entropy than a randomly chosen untrustworthy

data stream is 0.8894 for data streams without oscillation. The same comparison for data

streams with oscillations is 0.6072.

As ROC curves in Figure 4.3 (right) show, both PE and SE models work better on data

without oscillation than on data with oscillation. Our explanation for this is that both the

PE model and SE model are based on some significant assumptions and oscillations break

these assumptions. For PE model, it is implicitly assumed that all other data streams follow

the data stream that is chosen as the reference expectation. SE model assumes that data

points from the same data stream follow the same distribution. When oscillation occurs, the

distributions change in unpredictable ways and violate these assumptions.
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CHAPTER 5. QUANTIFYING UNCERTAINTIES OF

SECURITY AND QOS AND ENABLE ADAPTIVE SECURITY

FOR DESIGN OF POWER GRID COMMUNICATIONS

SYSTEMS

According to the analysis in Chapter 1, choosing the appropriate security scheme for an

application like synchrophasor data communication is an intricate problem. No single secu-

rity scheme or security protocol solves all security problems, especially when performance and

implementation constraints, as well as uncertainties associated with implementation quality

and human fallibility are considered. In this chapter, a method is proposed for choosing fit-

ting security schemes in power grid communication systems by means of quantifying related

uncertainties.

Archetypal power systems are interconnected systems linking distribution systems,

transmission systems, and generation units [56]. Reliable operations of the power grid rely

on the communications between and within these sections. So the timely delivery of trust-

worthy data is critical to the power grid. Therefore, both Qualify of Service and security

of the communication system should be taken into account integrally to make best effort to

guarantee the service requirements [6] and mitigate malicious attacks [54] [71].

The term “Quality of Service” refers broadly to many aspects of the performance of

communication systems. For power system applications, relevant QoS metrics include end-
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to-end delay, report rate, packet jitter, and packet loss rate [4]. The QoS requirements of

power system applications depend on both the applications algorithms and their purposes

(e.g. protection, control, monitoring).

Uncertainty, however, is inherent to both QoS and security, which makes it very difficult

to gain an all-inclusive point of view of QoS and security. For instance, randomness of the

system could make it very difficult to measure parameters critical to QoS and security of

the system very accurately. Methods for quantifying the uncertainty associated with QoS

and security schemes and relating the uncertainty to the performance metrics are needed in

order to:

• Understand the correspondence or trade-off between QoS and security;

• Understand the overall trustworthiness of the communication to meet the combined

QoS and security requirements.

More specifically, quantifying uncertainties of security and QoS can contribute to power

grid in three ways:

• It can improve administrators understanding of the trade-offs between security and

QoS and the uncertainties pertaining to them;

• It can help the designers of a power systems communication network choose the most

appropriate security scheme considering both the QoS requirements and the security

requirements;
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• It can be informative for the administrators of the system to monitor and evaluate the

security schemes in practice.

Uncertainty can be classified into two types: aleatory and epistemic [59]. Different

types of uncertainty originate from different sources and have different characteristics. Thus,

they should be handled with different techniques. We make use of probabilistic modeling and

subjective logic to handle aleatory and epistemic uncertainty separately and then apply the

Monte Carlo method to draw the joint distributions. The joint distributions could provide

the administrators of the system a comprehensive perspective for making better QoS and

security decisions.

5.1 Power System Communication Model and QoS Requirements

QoS requirements depend in part on the communication model being used for a par-

ticular application in the power system. Communication models can be generalized from

diverse communication scenarios that are encountered. In this section, different communi-

cation scenarios are inspected and further classified into different communication models.

The characteristics of each communication model are described. QoS requirements can be

estimated by analyzing the communication models.
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5.1.1 Communication Mode

Communication schemes in power systems can be divided into Unicast mode and Mul-

ticast mode. Unicast means that message is sent to a single destination by its unique

address. In power system, for example, communication between Supervisory Control and

Data Acquisition (SCADA) systems apply such routing scheme. Each SCADA system polls

measurements from one substation at a time. In order to obtain the overall information, it

needs to poll every substation one by one. In a similar way, unicast can also be employed

to obtain measurements from a Intelligent Electronic Device via Manufacturing Message

Specification (MMS). Multicast means same message is addressed to a group of receivers

concurrently. In power system, for instance, a Phasor Measurement Units (PMU) may send

measurements to a few Phasor Data Concentrators (PDC) using multicast scheme. Similarly,

in substation, Generic Object Oriented Substation Event (GOOSE) and Sampled Value (SV)

are with multicast as well.

Based on communication initialization, communication modes can be categorized as

polling and pushing. From the point of view of data sources, polling is passive, a data source

updates the measurements or status once it receives the request from the data users. Pro-

tocols such as IEC60870-5-104, DNP3, and MMS are working with polling mode. However,

the other communication mode, pushing, is initialized by the data source. It updates the

measurements or status by itself periodically or driven by events occurred or a combination

of periodicity and event-driven. For example, PMU sends data based on its configured re-
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porting rate of 10-60 packets per second. Similarly, SV also works in periodic pushing mode

(in light edition of IEC61850-9-2, it sends 80 packets per power cycle for protection and 256

packets per power cycle for measurement). Taking event-driven pushing mode as an exam-

ple, an IED can be configured to report via MMS using report mode. In this mode, data

receivers do not need to query IEDs to obtain the updated measurements or status. Once

the measurement value or status changes, IED automatically sends updated message to the

data receivers. The third working mode in pushing mode is combined periodic and even

driven mode. As with GOOSE, when there is no event occurred, GOOSE pushes message

in a long period of time (i.e. 1 packet per second depending on configuration). When there

is event occurred, GOOSE is able to push a large amount of messages in a very short period

of time (i.e. up to 1000 packet per second depending on configurations).

The communication routing scheme and communication mode of major power system

communication protocols are listed in the following table.

The state diagram and work flow of combined periodical and event driven communi-

cation pattern can be illustrated in Fig 5.1 and Fig 5.2.

Fig. 5.3 is drawn to compare different communication patterns. In this figure, an event

is introduced into the system at 0.4s.

At top of the Fig. 5.3, the periodical communication pattern is given where the report

rate is 60 packets per second. The report rate is constant no matter when an event occurs.

In the middle part of the figure corresponds to the event driven communication pattern.

The measurement or status is updated only after event occurs. The bottom of the figure
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Figure 5.3: Comparison of different communication pattern

5.1.2 Tools for Quantifying Uncertainty

Probability distributions are the most common way to describe uncertainty. A probabil-

ity distribution associates a probability to each measurable subset of the possible outcomes

of a stochastic procedure. Details about probability distribution can be found in [30].

Subjective logic is a relatively new genre of probabilistic logic that specifically takes

uncertainty and subjective belief into consideration. In general, subjective logic is suitable

for modeling and analyzing situations involving uncertainty and incomplete knowledge [39].

A very typical application of subjective logic is to model trust networks[40].

Opinion is the essential concept of subjective logic, which stands for the belief owner’s

subjective beliefs on a proposition. A binomial opinion applies to a single proposition, and

can be represented as a beta distribution. A multinomial opinion applies to a collection of
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propositions, and can be represented as a Dirichlet distribution. Through the correspondence

between opinions and Beta/Dirichlet distributions, subjective logic provides an algebra for

these functions.

Subjective logic is applied to capture a fundamental uncertainty of human being’s

inference on a proposition. In addition, whenever the truth of a proposition is expressed, it

is always done by an individual, and it can never be considered to represent a general and

objective belief. That is the origin and advantage of subjective logic.

Nowadays, the administrators of the system have much flexibility of choosing a specific

security scheme. However, the inherent uncertainties often obscure the procedure of choosing

a specific scheme. So appropriately quantifying the related uncertainty is key to a secure

communication system for power grid with highly guaranteed QoS.

In this chapter, we model two different types of uncertainties with subjective logic and

probability distributions respectively. A comprehensive quantification of the uncertainties

can greatly sharpen the administrators’ understanding on the trade-offs between security

and QoS and help them to select the most fitting security scheme and meet the requirements

of QoS. A brief study case demonstrates how our method works for two different application

scenarios.

5.1.3 Power System Application QoS

In modern power systems, global data is shared for power system protection, control,

and operation. Since the data is delivered via Wide Area Network (WAN), it might suffer
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unavoidable QoS problems. Such degradation potentially affects the performance of power

system applications [64][68].

Researchers have proposed several mechanisms. Firstly, QoS performance can be taken

into account of application design. For example techniques such as trajectory extrapolation

compensation [77], H∞ compensation [10][81], Fuzzy algorithms [57], and Phase-lead com-

pensation [14] can be used to compensate latency of the data link. Secondly, QoS perfor-

mance can be ensured by management of communication infrastructure [6]. Another main

factor which can affect QoS performance is cyber security schemes. For example, the com-

putation delay of encryption and authentication are usually not negligible. Depending on

which type of security countermeasures is applied, computational delay varies. In order to

ensure power system applications work properly, security countermeasures should also be

considered incorporating with QoS. Therefore, delay is considered as following equation:

Tlatency = Tsec + Tcomm

where Tsec is the computational delay introduced by cyber security and Tcomm is the latency

introduced by communication path.

The communication delay is normally considered as following equation:

Tcomm = Tprop + Tqueue

where Tprop is the propagation delay and Tqueue comes with routing, buffering process in the

communication system. Tcomm is determined by the application scenario and communication

model and Tprop can be measured. Therefore, Tsec can be inferred straightforwardly.
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For QoS requirements related to security, we mostly consider the requirement on delay

that can be taken by security schemes and the communication model that the security scheme

supports.

5.2 Security Schemes for Cyber Systems of Power Grid

In order to strengthen the reliability of power grid, security schemes are applied to

mitigate malicious attacks from external threats [71]. Identical to traditional conceptual

features of information security, security objectives of the cyber system of smart grid can

also be classified as follows [78]:

• Availability: to ensure the timely delivery of proper data;

• Integrity: protect authentic data from the malicious manipulations;

• Confidentiality: only authorized stakeholders could access and interpret the data.

From the perspective of system reliability, availability, and integrity are the most important

security objectives in the Smart Grid.

Within the scope of our work, we don’t take Denial of Service Attacks into consider-

ation and we regard availability of the data contained is included in our concept of QoS.

Consequently, encryption and integrity are of our major concern.
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5.2.1 Security Schemes

Cryptographic algorithms and approaches are primary countermeasures against mali-

cious attacks. Encryption algorithms can mitigate threats pertaining to confidentiality and

authentication methods aims to deal with attacks against integrity of data.

• Encryption: Encryption is an elementary cryptographic method to achieve secure

communication and information protection for any information system. In the Smart

Grid, most electronic devices are expected to have at least basic cryptographic capa-

bilities, including the ability to support symmetric ciphers (or public-key cryptography

supported by low-cost hardware with embedded cryptography functionality).

– Asymmetric key cryptography requires more computation resources than sym-

metric key cryptography for long key size (strong security). Thus, the use of

asymmetric key encryption may be limited in embedded computing systems such

as RSA.

– Symmetric key cryptography requires approximately constant computational re-

sources; however, it requires secure exchange and update of secret keys among

network nodes, thereby complicating the process of key management.

• Authentication is a crucial identification process to eliminate attacks targeting data

integrity. Intuitively, design of authentication for the Smart Grid can leverage existing

authentication protocols in conventional networks, which have been extensively studied

for decades.
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5.3 Uncertainties

Classification of uncertainty is of great interest to quantify uncertainty as different

uncertainties can be quantified in different ways. Generally, there are two types of uncertainty

pertaining to a system: the aleatory uncertainty and the epistemic uncertainty [59]:

• Aleatory uncertainty is also called as variability. It is irreducible and covers un-

certainty brought by stochastic procedures of physical system or the randomness of

environment under consideration.

• Epistemic uncertainty is also termed as reducible uncertainty or subjective uncer-

tainty. Epistemic uncertainty derives from lack of knowledge, or partial information,

of the system or the surrounding environment.

Another way to categorize uncertainties depends on the different sources of uncertainties.

More specifically, the uncertainty related to security of WAMC originates in several factors:

• Simplified assumptions: power systems are very complicated systems. In order to

model the system in practice, only significant features are extracted and some conducts

of the system are simplified. Modeling abstractions are inaccurate representation of

the system and uncertainty arises because of that.

• Noise of the cyber-physical system: both cyber and physical components are

susceptible to stochastic variations.

• Human in the loop: behavior of human beings is much more unpredictable. The
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related humans could be operators or malicious attackers. Their actions can bring

much variation to the system.

• Uncertainty in the requirements: Security is a very comprehensive concept in-

cluding several factors. Moreover, there is trade-off between security and performance.

So system administrators may NOT have a precise objective to construct the security

scheme.

According to the definitions above, noise of the cyber-physical system can be considered

as aleatory uncertainty and other types of uncertainty is epistemic uncertainty. Thus, we

can select different methods to quantify the uncertainties originating in sources.

There are two kinds of uncertainty quantification problems: forward uncertainty prop-

agation and inverse uncertainty quantification [29]:

• The forward uncertainty propagation problem relies on an observation that the vari-

ables’ uncertainty would affect the uncertainty of the function depending on these vari-

ables. The propagation of uncertainty refers to the problem related to measure how

this variables’ uncertainty influences the uncertainty of the output of the function.

• The inverse problem primarily focuses on inferring the unknown parameters of the

mathematical model based on data observed and estimates the deviation between the

experiment and the mathematical model.

What we try to model lies in the area of uncertainty propagation: we model the uncertainty

of the input and show the influence to the decision to choose the most fitting security
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implementation. Therefore, quantifying or modeling the uncertainty of the input is of vital

importance.

5.4 Quantification Framework

In this section, we use a few equations to describe the constraints on the security

schemes. We denote all of the possible security schemes under consideration as D. One

security scheme can be denoted as d ∈ D.

Implementation Constraints

Not all of the security schemes are feasible concerning the QoS requirements on com-

munication model. There are some constraints from the implementation perspective. So we

use F I to denote the implementation constraint function.

F I(d) → {0, 1}

A decision d ∈ D is valid if and only if F I(d) = 1.

Delay Constraints

As we introduced in Section 5.1, QoS is very significant to operation of the power

system and we can determine the delay requirement with the method we introduced. The

time consumption of a encryption or authentication method is a very significant concern

when choosing a security scheme from the decision space as some of the algorithms may cost

too much time and thwart the communication applications demanding real time data.
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Security Coverage

As we previously stated, we focus on two aspects of security: Confidentiality and

Integrity. We can estimate the coverage of a decision d ∈ D by measuring each of these

aspects. So a function can be symbolized as follows:

F S
x (d) = mx

where d ∈ D, Φ is the set of security aspects Φ = {Confidentiality, Integrity}, x ∈ Φ.

So the value of security coverage can be denoted as:

S =
∑
∀x∈Φ

wxF
S
x (d)

where w ∈ W and W is the set of weights.

The problem is formally defined. But when we move to next step to establish the

constraint and goal functions specifically, the inherent uncertainty of the system becomes a

difficulty.

5.4.1 Quantifying Aleatory Uncertainty

It is straightforward to use probability distributions to quantify the aleatory uncer-

tainty, such as the uncertainties brought by the random procedure of the system (noise).

Probability distributions are natural selections to describe aleatory uncertainty. There

are generally two ways to do distribution fitting:

• Parametric methods [17]: the parameters of the distribution are calculated from the
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data series. Usually, there are three common methods: method of moments, method

of L-moments [34] and Maximum likelihood method.

• Regression method: using a transformation of the cumulative distribution function

so that a linear relation is found between the cumulative probability and the values of

the data, which may also need to be transformed, depending on the selected probability

distribution. In this method the cumulative probability needs to be estimated by the

plotting position.

5.4.2 Quantifying Epistemic Uncertainty

An opinion of the subjective logic is usually denoted as ωA
x where A is the subject,

also called the belief owner, and x is the proposition to which the opinion applies. The

proposition x is drawn from a state space denoted as X. The propositions are mutually

exclusive and disjoint set in the state space.

Assume that x is a proposition, an opinion can be denoted as a tuple (ordered) as

ωx = (b, d, u, a), where b is the positive belief that x is true, d is the negative belief that x is

not true, u indicates the uncertainty with the beliefs and a is a base rate which is essentially

the prior probability if there is no evidence.

The invariant of b, d and u is b + d + u = 1 and b, d, u, a ∈ [0, 1]. We can use some

corner cases to understand the subjective logic better. b = 1 is essentially a binary logic true;

vice versa d = 1 equals to binary logic false. b+ d = 1 is actually a traditional probability
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rameters. The Beta distribution of a binomial opinion ω = (b, d, u, a) is the function

Beta(p|α, β) = Γ(α + β)

Γ(α)Γ(β)
pα−1(1− p)β−1

where α = 2b/u+ 2a and β = 2d/u+ 2(1− a).

By this, we can easily convert a subjective logic to a probability distribution.

5.4.3 Eliciting Opinions on Security with Uncertainty from Stakeholders

Security coverage is hard to be measured directly by mathematical models as it is

essentially to measure epistemic uncertainty. So eliciting opinions on security coverage from

stakeholders might be a natural and practical choice. It is commonly agreed that eliciting

user’s preferences in terms of complex utility functions is challenging [25].

People are usually not good at expressing opinions with numerical values. However, the

verbal categories are more intuitive. In the fuzzy verbal category, opinions are measured with

2-dimensional fuzzy categories: the likelihood opinion and certainty opinion. Stakeholders

can choose their opinions from the verbal category.

However, not all of the opinions in the verbal category make empirical sense. In order

to rule out the improper opinions. We overlay the verbal category with a triangle in Fig 5.5.

Only opinions lie within the triangle are valid. For example, 1E is not a valid opinion in

real life as people cannot say something is absolute while completely uncertain about that.

So 1E stands out of the gray triangle. When the stakeholders choose a value from the fuzzy

category, this value can be converted into an subjective opinion if it is valid. Then, this can
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Figure 5.7: Power System used for the case study and involved communication links

not. The result of identification is used to control the breakers to isolate the line if fault

occurs. The QoS requirement for this line protection function can be obtain in Table 5.2.

Therefore, the sample value is chosen as protocol for exchange current measurements

between SSBus7 and SSBus9. To ensure the breaker controller works properly, the interlocking

function is also applied by using GOOSE message to exchange breaker status between these

two substations.

Since this power system model is an inter-area oscillation damping benchmark model,

it is unstable when the system runs without power system stabilizer (PSS). In order to keep

the system stable, a Static Var Compensator (SVC) is deployed on Bus7. Normally, an SVC

is used for maintaining voltage level to enable it controlling the system oscillation, a Power

Oscillation Damping (POD) controller is used, see more details in [82]. The POD controller

requires signal input from SSBus8 in this study case. The control input signal of the POD
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is assumed as measured from one Phasor Measurement Unit (PMU) in substation SSBus8.

The signal follows synchrophasor data format. From the previous study in [82], the QoS

requirement can also be obtained in Table 5.3.

The measurements and status exchange in the study case is also illustrated in the Fig

5.7.

In this simplified study case, we only consider encryption algorithms including: DES,

Triple DES, AES, and RSA. Details about these algorithms can be found in [74].

We use a Raspberry Pi Model B to simulate an IED and run Java implementations of

these four encryption algorithms it. A set of running time data is obtained by running these

algorithms repeatedly. By using the parametric method, we can derive the distributions of

running time of encryption algorithms on the Raspberry Pi respectively. Opinions on the

security coverage of the encryption algorithms are also drawn.

Table 5.4 lists the distributions of latency and Beta distributions denoting the subjec-

tive opinions on the security coverage of the encryption algorithms.

We make use of Monte Carlo method [70] to compute the probabilities of each com-

bination of latency and security coverage. Fig 5.8, Fig 5.9, Fig 5.10, and Fig 5.11 are the

generated graph depicting distributions corresponding to the latencies and security cover-

ages.

For our first application scenario, the latency requirement is less than 9ms. RSA is

firstly ruled out as it can never meet the latency requirement. For the remaining three

algorithms, if the administrator wants the security coverage to be higher than 0.4, then the
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probability for DES to satisfy both latency requirement and security requirement is 0.1,

Triple DES is 0.6 and AES is 0.5. So the administrator may choose Triple DES as the

solution. But if the communication delay is a little bit higher, which make the flexibility for

security is less, the administrator may prefer to choose DES.

For the second application scenario (the POD controller case), the latency requirement

is less than 200ms. All three symmetric key algorithms can meet the latency requirement.

The administrator would favor AES as its security coverage is always better than the other

algorithms when latency is not a concern.

5.6 Enabling Adaptive Cyber-security

The integral quantification method can be extended to provide better QoS assurance

and cyber security for WAMC applications. We propose a novel adaptive cyber security

scheme. It provides optimized security coverage based on real time data link QoS perfor-

mance. Meanwhile, it ensures data link performance fulfilling QoS requirements of WAMC

applications.

The proposed adaptive cyber security scheme is based on the architecture proposed

in the Stateful Data Delivery Service (SDDS) [82], which is provided by Service Provider

(SP). As illustrated in Figure 5.12, there are two SPs. One is WAMC application side SP

(SPApp) and the other is Data Source side SP (SPDS ). WAMC application registers its input

data QoS requirements on its SPApp. The data link is established between the SPApp and

the SPDS. The SPDS handles encryption, authentication, and adds time stamping for data
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algorithm can be formed as a security coverage optimization problem as following:

maxCm,n (5.1)

where Cm,n is security coverage, m represents an encryption algorithm, and n represents an

authentication algorithm.

Regarding QoS requirements of a WAMC application, the following constraints can be

obtained:

Tm
encryp + T n

authen ≤ 1/QRR

Tm
encryp + T n

authen + Tcomm ≤ QLatency

1− Pm,n ≤ QPktLoss

(5.2)

where Tm
encryp is the time cost of encryption algorithmm, T n

authen is the time cost of authentica-

tion algorithm n, Tcomm is the communication latency which can be calculated as described

before, and Pm,n is the probability of data fulfilling the computational time and security

coverage requirement when using encryption algorithm m and authentication algorithm n.

The security coverage uncertainty of encryption and authentication algorithms are

quantified in a combinatorially way. Consequently, computational time for a combination

of encryption and authentication is tested. Computational time for encryption algorithm m

and authentication algorithm n is denoted as Tm,n
sec . Therefore, the constraints in equation 5.2

can be rewritten as:

Tm,n
sec ≤ min(1/QRR, QLatency − Tcomm)

Pm,n ≥ 1−QPktLoss

(5.3)
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To reduce the response time, the optimal cyber-security countermeasure based on com-

munication latency can be pre-processed and stored. When data link is online, an adaptive

cyber security algorithm is required to lookup security countermeasure from pre-processed

results based on the online communication latency monitoring. The workflow of the pre-

process can be illustrated in the Figure 5.13.

The computation time distribution N (μ, σ2) is obtained by prior off-line testing per-

formed on intended target platform, e.g. IED, for both data sender and receiver. The expert

binomial opinions on each combination of authentication and encryption are based on the

fuzzy verbal categories as shown in Figure 5.5. These opinions are regarded as security cover-

age and can be expressed by beta distribution denoted as Beta(α, β) as shown in Figure 5.13.

In the online status, the algorithm allows the SPs to choose proper security countermeasure

based on the latency monitoring result Tcomm and lookup the encryption and authentication

algorithm from the set obtained from pre-process Set(Tcomm,m, n).

In addition to selecting a cyber security algorithm, the other two crucial parts are

key management and algorithm negotiation [43]. For a single data link there might be sev-

eral different cyber security algorithms available. Therefore, both sender and receiver keys

for all potential cyber security algorithms should be settled before measurement packets are

transmitted. Key management is however out of the scope of this scheme. The algorithm ne-

gotiation occurs online and depends on communication network performance. Data receiver

should be notified from data source which combination of encryption and authentication

algorithm is being used to assure data can be decrypted and validated by correct algorithms.
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There might be several approaches to achieve such algorithm negotiation. However this is

not the main contribution of this research. Therefore, a simple payload size based approach

is used here and it is explained as the following. In power system communication proto-

col, the length of data payload is fixed once the content of the data packet is configured.

Therefore, the length of secured data (that has been encrypted and authenticated) also has

the same length if the security countermeasure algorithm and key is same. Therefore, the

security countermeasure algorithm can be identified by the data receiver based on the length

of received data payload. Of course, it might happen that payloads of packets using different

algorithms have same length. Such conflict can be identified before data link is established.

To avoid such conflict, additional data padding can be added into the data packet. Once

the data is received, these data padding will be removed after decryption and validation by

the packet receiver.

5.6.1 Simulation

In this section, a benchmark power oscillation model has been studied. Static Var

Compensator (SVC) based Power Oscillation Damping (POD) controller has been chosen as

a WAMC application. The proposed adaptive cyber security scheme is implemented using

different encryption and authentication algorithms.

In this simulation, encryption algorithms include: DES, Triple DES, AES, and RSA.

Authentication algorithms are SHA1, SHA256, and MD5. Detail of these algorithms can be

found in [74].
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Computational time of each encryption and authentication combination is formed as

normal distribution as N (μ, σ2). Each combination is deployed on a Raspberry Pi Model

B (with Processor: ARM1176JZF-S 700MHz; RAM: 512MB; Computational Power: 0.041

GFLOPS) to obtain the computation time by running 10000 times algorithm for authentica-

tion, encryption, decryption, and validation. The Raspberry Pi was chosen as the implemen-

tation platform since its computational capability reflects real implementation in substation

devices such as RTUs, IEDs, PMUs, or Substation Gateways. The mean value and standard

deviation of each combination is given in Table 5.5.

The expert binomial opinions on each combination of authentication and encryption

are given in Table 5.6 and they are expressed by beta distribution as shown in Table 5.7.

By applying the quantifying method described in our quantification framework, the

probability distribution of computation time and security coverage of each algorithm combi-

nation can be obtained and the results are shown in Figure 5.14, Figure 5.15, and Figure 5.16.

The system for simulation is a two-area four-machines oscillation model as shown in

Figure 5.17. The power system is unstable due to the power oscillation between two areas.

The detail parameters of the system can be found in [49]. Instead of power system stabilizer,

a SVC based POD controller has been deployed on bus 7. The POD controller uses remote

signal measured from bus 8. Design and parameters of the POD controller can be found in

[82].

In this system, Phasor Measurement Unit (PMU) data from bus 8 is used for the POD

controller located on bus 7. The PMU measurement report rate is 60 packets per second.
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The POD control QoS requirements are listed in Table 5.8. The requirement of end-to-end

latency is obtained from previous study in [82]. Data source report rate and packet loss due

to cyber security countermeasure can be regarded as a trade off for received data rate. The

ERR can be obtained by an iterative testing. In this study case,received data rate is obtain as

ERR ≥ 10(packets/second). Since the data source report rate is RDS = 60(packets/second),

the packet loss requirement should be PPktLoss ≤ 83.34.

Based on the QoS requirements of the WAMC applications and probability distribution

of security coverage and computation time, optimized cyber security coverage, combination

of encryption and authentication, and probability of data packets fulfilling both computation

time and cyber security coverage can be obtained as shown in Figure 5.18.

In the top figure, the security coverage is increased when available computation time

is increased and the security coverage is always highest among different countermeasures. In

the bottom figure, probability is maintained to ensure the rate of secured packets from data

source to data user higher than 16.66% which fulfills the packet loss requirement from the

WAMC application. The middle figure shows that the countermeasure uses SHA256 with

AES (as number 9) when available computation time is less than 7ms. The countermeasure

switches to SHA1 with AES (as number 5) when available computation time is larger than

7ms and less than 80ms. When available computation time is larger than 80ms, SHA256

with RSA is used as countermeasure. Even SHA256 with RSA is evaluated as high security

coverage as shown in Table 5.6, it is not chosen by the adaptive cyber security scheme when

available computation time is less than 80ms. Because high computation time of SHA256
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with RSA might lead to latency of data violating the requirement of the POD application.

The result presented above is restricted to the data sender and receiver with similar

capability as justify with similarity to IED compuational capabilities. Sender and receiver

with different computation capability might lead to different result. However, the adaptive

cyber security scheme presented here is applicable to different hardware by simply replacing

test result in Table 5.5 and completing the rest procedure. From the result, RSA requires

longer computation time comparing with other encryption algorithm. And its computation

time violates report rate and latency requirements in this study case due to the hardware

limitation. But by update data sender and receiver hardware, RSA can be a feasible solution

to the same data link.
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Table 5.1: Power System Communication Protocol Routing Scheme and Communication Mode

Message Routing Scheme Communication Mode

IEEE

C37.118 SynchroPhasor

Data

Multicast
Periodically

Push

IEC61850

MMS Server Client

Unicast Event Driven Poll

IEC61850

MMS Report

Multicast
Measurement

Event Driven Push

IEC61850

GOOSE

Multicast
Combined

Periodical and Event Driven Push

IEC61850

Sampled Value

Multicast Periodically Push

IEEE

1815-2012 DNP3

Unicast Event Driven Poll

IEC60870-5-104 Unicast Event Driven Poll
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Table 5.2: Line Differential Protection QoS Requirement

Item Requirement

Report Rate at least 12 data per power cycle

Latency less than 8ms

BER less than 10−6s

Time Synchronization less than 0.1ms

Table 5.3: POD Controller QoS Requirement

Item Requirement

Report Rate 60 packets per second

Latency less than 200ms

Table 5.4: Latency Distribution and Opinions on Security Coverage of four Encryption Algorithms

ALgorithms Latency Opinions on Security Distribution

DES N (2.66, 0.19) 5D Beta(1, 1.5)

Triple DES N (6.68, 0.66) 4C Beta(4, 4)

AES N (8.38, 0.65) 3B Beta(5, 3)

RSA N (5324.45, 305.47) 2B Beta(16, 2)
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Figure 5.13: Pre-process work flow of adaptive cyber security algorithm.
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Figure 5.14: Probability Distribution for different encryption algorithms when authentication is

SHA1.
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Table 5.5: Normal Distribution Parameters for Computation Time (in millisecond)

AES DES TripleDES RSA

2*SHA1 μ 2.44 2.45 2.95 283.11

σ2 1.48 1.09 1.16 5.16

2*SHA256 μ 2.13 2.35 2.86 282.77

σ2 4.41 0.62 0.67 2.22

2*MD5 μ 2.09 2.35 2.88 283.00

σ2 0.60 0.62 0.67 7.32

Table 5.6: Expert Opinions on Security Coverage

AES DES TripleDES RSA

SHA1 5C 7B 6C 4B

SHA256 3B 6B 5C 2A

MD5 6C 8B 8C 5C
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Table 5.7: Beta Distribution Parameters for Security Coverage

AES DES TripleDES RSA

2*SHA1 α 2.00 5.00 1.67 5.00

β 2.00 13.00 3.00 3.00

2*SHA256 α 4.50 4.00 2.00 14.00

β 3.50 7.30 2.00 4.00

2*MD5 α 1.50 3.00 1.50 2.33

β 1.75 15.00 6.50 2.33

Table 5.8: POD controller QoS Requirements

QoS Metrics QoS Requirement

End-to-end latency less than 200 ms

Measurement Report Rate 60 packets/s

Maximum Packet loss less than 83.34%
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Figure 5.15: Probability Distribution for different encryption algorithms when authentication is

SHA256.
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Figure 5.16: Probability Distribution for different encryption algorithms when authentication is

MD5.
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Figure 5.17: Studied power system model.





111

CHAPTER 6. CONCLUSIONS

As a concrete example of uncertainty in pragmatic smart power grid system, we inves-

tigate the security implications of two common transport layer protocols (TCP and UDP)

applied to synchrophasor data communication between PMUs and PDCs. Transport Layer

Security, on top of TCP protecting the payload data, can mitigate false data injection attacks

but is still vulnerable to DoS attacks if either packets can be sniffed or sequence numbers can

be inferred. On one hand we have shown that data injection attacks on plain TCP and UDP

data streams are a practical way (from the perspective of an attacker) to inject false data

to applications using those data, without having to physically compromise the measurement

units themselves. On the other hand, we have evaluated the protection against such attacks

provided by TLS and DTLS, showing that both block false data injection attacks. However,

an attacker who can successfully do false data injection on a plain TCP stream can succeed

in a DoS attack on a TLS stream. Schemes of incorporation uncertainty with decision mak-

ing, modeling trust as a meter of uncertainty, measuring uncertainty in choosing most fitting

security protocol in power grid system and enabling adaptive security are proposed.

A framework is described for incorporating trust into the decision making processes

associated with control of large-scale critical infrastructure systems. Our framework is based

on the Bayesian paradigm. The risk function, prior distribution and the distribution of

evidence are three components of the Bayesian paradigm. We used the prior distribution to

model subjectivity of trustors and showed how it could be combined with newly-acquired
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evidence and the derived Bayes risk function to obtain a decision rule by minimizing the risk

function.

Then trust as an indicator of uncertainty is studied and modeled. We propose a

definition of trust that is suitable for applications in critical infrastructures. Based on the

definition, we build a mathematical framework that is capable of adapting to situations with

different trust policies and prior information. Specifically, we proposed a model that fits

cases with a set of known expectations (PE model) and another model which is suitable to

applications without foregone expectations available (SE model).

Through the analysis of security implications of transport layer protocols, we realize

that choosing the most fitting security scheme is a great challenge in practical system devel-

opment and deployment. Appropriately quantifying uncertainty and its effects on security is

a key to choosing a sufficiently secure communication system for power grid while meeting

QoS requirements. We provide a framework to investigate QoS and security of power grid

communication system in an integral way by quantifying different types of uncertainties asso-

ciated with them. We use probability distributions to capture the characteristics of delay for

security overhead and apply subjective logic to describe the stakeholders opinions on security

coverage of security schemes. The Monte Carlo method is employed to produce a unified

view of the overall uncertainty with these two aspects. Based on the uncertainty quantifi-

cation framework, we move one step forward to propose a novel adaptive cyber security

scheme for WAMC applications. Proposed adaptive cyber security scheme takes both QoS

requirements of WAMC applications into account. Compared with traditional fixed cyber
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security countermeasure, adaptive cyber security scheme has the following advantages: dy-

namically optimizing security coverage and reducing the probability that QoS violation due

to the cyber security countermeasure. A heuristic cyber security countermeasure algorithm

synchronization solution has been illustrated. A simulation is performed to demonstrate the

feasibility of proposed adaptive cyber security scheme.
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