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Abstract

This report summarizes selected ICT R&D project&umope whose technologies can be
used for critical infrastructure protection (Clgpecially the electric power grid. This
report also analyzes trends in CIP R&D in Europ@. appendix overviews the EC R&D
funding process. This report is the product of gtwhich the lead author conducted
while on professional leave in Europe in the 20002 academic year, as well as
followup interactions.

This report was funded by the US National ScienmgnEation via a supplement to Grant CCR-
0326006, funded by both CISE/CNS and OD/OISE, atndwel grant from the Universitetet i
Oslo. The views expressed in this document arestbbthe authors, and not necessarily those of
Washington State University, the National Sciengerféation or its employees, the European
Commission or its employees, or any other entitgeson besides the authors.

For updates and additional information, seew.gridstat.net/ECwhich the authors intend to
maintain for many years. To provide additionabmfation or corrections, please email the lead
author.
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1 Introduction

Western societies are increasingly dependent ondleetric power and other infrastructures to
the extent that their disruption can cause great@nic damage and loss of life. Unfortunately,
in recent years the construction of long-distamaegmission lines has not kept up with the
increases in demand for electricity, which has nthden more vulnerable to blackouts due to
natural disasters or human error. At the same, tingepossibility of terrorist disruption of
electric power and other critical infrastructur@s ibecome a credible and alarming threat.

Governments in the US and Europe have recognizecatinfrastructure protection (CIP) as a
very important area for both near-term and longatezsearch and development, given how
much their societies depend on critical infrasuues. Electricity is generally considered the
most crucial of these infrastructures, given thastother critical infrastructures depend on it.
There is widespread recognition that no single tguor continent has the ability to solve the
many difficult problems related to CIP. As a résun recent years government research
agencies have funded a number of workshops witlexpécit goal of helping build international
collaboration on CIP research.

The authors of this report have all participated mumber of such workshops, and have been
very active in exploring such collaborations withr&pe, Japan, and India. They have also been
developing a next-generation communications framkwaalled GridStat, which is designed to
give power grids much more flexibility in their cominications [GS]. Such flexibility allows a
much richer range of control and protection schetod utilized in the power grid than is
feasible with today’s very limited communicatiom$rastructures [GS-PEM,GS-PROCIEEE].
This flexibility in turn helps mitigate the vulndaidities in the power grid, and allows for more
efficient operation (running it closer to physitalits with richer instrumentation and control).

The lead author, Prof. Bakken, spent the 2004-2@@8emic year on professional leave in
Europe. During this year, he visited a numberalleagues and attended workshops related to
the electric power grid, both on the power engimgeside and the information and
communications technologies (ICT) side.

This report summarizes Prof. Bakken'’s activitied aanclusions related to the electric power
grid in Europe that are based on his visits andrattansatlantic interactions since. The
remainder of this report is organized as follov#&ction2 provides a brief laymen’s overview of
the electric power grid in Europe. Sect®summarizes the visits that Prof. Bakken took in
Europe, and his observations and conclusions frach isit. It also contains information on
followup meetings involving US-EC CIP collaboratiplanning which the authors attended.
Section4 synthesizes this and other subsequent interadtimolving the authors to provide a
summary of electric power grid and CIP R&D in Ewgosectiorb concludes. An appendix
provides background information on the funding psscfor the European Commission (EC).



2 Electric Power Grid in Europe

An electric power grid is an enormously complextsys Indeed, the grids in Western Europe
and North America are considered the most complashimes ever built. Such grids must
simultaneously and in real-time [GS-PROCIEEE]:

* Maintain a very close balance between demand, afiwthere is little control over, and
supply, which the operators of the grid do haveeaontrol over;

* Ensure that the generators are all in phase anatipgvery close to the required
frequency (50 Hz in Europe, 60 Hz in North AmerigEewable units excepted) and
voltage (220-240V in Europe, 120 V in North Amejica

» Deal with the failure of both electricity assetsnadl as ICT components

» Deal with a wide variety of complex dynamical beloas whose timescales range from
hours down to milliseconds

* Ensure that business requirements (profitable dipe)aand constraints (avoiding anti-
trust situations and interactions) are both met.

The scales of these power grids are enormous; ithManerica, there are over 3500 companies
and other entities whose operational decisionsaffact the stability of the grid. Europe has an
even larger number with, for example, over 100hxrtities in Switzerland alone.

Grids in developed countries also consist of ndy ametwork of power lines connecting
generators and load, but also a communicationsanktawerlaid on top of the power
infrastructure to help monitor, control, and protéc This communications network is very
limited, which greatly constrains the opportunitiesbetter protection and control [GS-PEM].
This limitation has been widely recognized as aomepntributing factor to virtually every
recent blackout, including the 2003 blackouts ithdtaly and North America.

A map of the main power grid in Western Europe, ECIB in Figure 1.

The electric power grids in Western Europe and iNArnerica share many similarities beyond
the generalizations above. For example, in thérabdomain, in most of the Western European
grid (UCTE grid; not including Scandinavia, the U, Ireland) there is frequency control at the
EU level as well as secondary control of frequesicthe national level; this is identical to the
Federal and state/province scheme in North Amefibare are also wide-area transmission
congestion bottlenecks which can make blackoutserikely in both Western Europe (e.g., the
Norway-Sweden border) and North America (PacifictNeest to California, Northeast and
Mid-Atlantic to the Midwest, and some parts of ferida Peninsula). Figure 2 show cross-
border power flows on UCTE (courtesy of UCTE).

However, there are differences between the gridlgestern Europe and North America.
Regulatory issues are generally considered to lre cmmplex in Europe given the larger
number of countries involved as well as wider dsitgrin other areas such as regional
economies, and there are more entities whose opeatiecisions affect the stability of the
grid. Also, in Western Europe, there is not oniiglgvise voltage control at the top level (as in
North America), but also secondary voltage contrdtrance, Belgium, and Italy. Such
secondary voltage control is unique worldwide.



The research and development expertise in Eurappéh@nUS are similar in most respects, given
that the power dynamics are of course the samemamy aspects of their grids are similar.
There are some differences in their relative exgerhowever. Europe has the world’s only
experience in secondary voltage control. The B&rhore experience in the control of
deregulated systems, applied where new markeistaracting with old controls. Europe has
moved slower and has more carefully engineered suieractions, so it has less experience with
them but has found ways to avoid some of the problhat the US has encountered (for
example, California’s energy bubble a few yearsago
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Figure1l: UTCE Western European Power Grid (courtesty of UTCE)
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3 Select Projects & Workshops Related to Electricity & CIP

This section provides an overview of visits whittof. Bakken made which were partially or
completely in support of transatlantic CIP colladt@mn and the related activity going on at these
locations. As such, they offer both a glimpse iGt&-related technical issues under active
research in Europe as well as an example of USeElhtcal interactions. For more detail than
is provided here, please contact Prof. Bakken.flilhéist of his hosts of these visits is in the
Acknowledgements section.

All of the visits below involved technical presetimas of GridStat by Prof. Bakken or Prof.
Hauser. At many of the university locations andBAEBhese presentations lasted 2 hours
including vigorous questions and discussion. WWas evidence of strong, across-the-board
interest in the subject of ICT R&D issues for tihec&ic power grid in particular and more
generally ICT for CIP. Finally, in some of the teatal areas discussed below, the hosts
provided additional followup information on oneraore CIP-related projects. These inputs are
presented either verbatim or very closely paragttas

3.1 European Commission, Belgium

Prof. Bakken visited the European Commission insBels on 27 September 2004. He presented
a detailed research seminar on GridStat with a tpregtion-and-answer session afterwards. The
audience included a number of project managers botin the ICT and power research areas.

Discussions were held with the Unit “ICT for Trastd Security”, in the “Network and
Communications Technology” branch of the Informat®ociety and Media Directorate-
General. A wide range of issues relating to seégand the electric power grid were discussed.

Discussions were held with personnel from the EmdbddSystems Unit G3 of the Components
and Systems Directorate-General. EC Personnehedttesearch projects related to CIP in their
unit. In particular, a range of transatlantic abbrations which had been considered successful
was outlined. As such, these are models for homstridantic CIP research collaboration has
succeeded in the past, and that could be usee ifuthre.

The most lightweight form of such collaboration ha&en a series of workshops on transatlantic
CIP collaboration. These have served to help iffepossible research agendas for transatlantic
collaboration as well as helping researchers aselareh agency staff to meet their peers across
the Atlantic with whom they could potentially coopte.

An example of a more concrete form of collaboratidnch is still relativelyad hoc and
lightweight involved the NSF. In this effort, 1&Bprojects were identified, and NSF sent “dear
colleague” letters soliciting interest from its mtly-funded researchers. The NSF then picked
4 projects on the US side and funded each for appeaiely $100K. The EC projects that were
involved with this collaboration were:

» DECOS: Dependable Embedded Components and Sydt#eJS]. This project is
described further in Sectidh3.1.

* RUNES: Reconfigurable Ubiquitous Networked Embed8gstems [RUNES]. This
project is described further in Sectidry.1.

* ARTIST2: Network of Excellence on Embedded Syst&masign [ARTISTZ2]



» HIPEAC: High Performance Embedded Architectures@anhpilers [HIPEAC]

An example of a highly integrated and deep collabon is the Columbus project [COL04].

This project’s research was design of embeddedalters for safety critical systems. The
Columbus project involved 2 American universitiesl & in Europe. The funding was balanced
with approximately equal funding on each side ef Atlantic.

Finally, discussions were held with personnel fribie Enterprise and Industry Directorate-
General. EC personnel overviewed the FP processdbnology development and how cyber-
security research agendas would be formulatech®dupcoming FP7. Examples of such
formulation activities can be found in an appertdixhis document.

Prof. Bakken found great interest in transatlaotitaboration among the EC personnel,
something which he uniformly found in subsequenétimgs with various EC researchers.

3.2 ABB Research, Switzerland

Prof Bakken visited ABB’s Corporate Research Cem@&aden, Switzerland [ABB-BADEN]

on 6 October 2004. ABB is the largest vendor elorld of components for the electric power
grid. This facility is in applied research, mudhadich supports ABB’s power grid products
and services in areas of power electronics, etadtimsulation, and software application
programs.

Prof. Bakken gave a presentation in ABB Reseandgslar IT Seminar series on GridStat
which lasted 2 hours, including a lengthy and vog@r question-and-answer session. The ABB
researchers and engineers saw how a much morbléeid managed communications system
such as GridStat would be very helpful for ABB’'ssogitions. ABB personnel were also
interested in US activity involving Phasor MeasueainUnits (PMUSs), such as the DoE’s EIPP
program with which GridStat is involved [EIPP]. ©ABB scientist noted that they spend a lot
of money on leased lines for their PMU deployméwisich range from the Norway-Sweden
border to northern Mexico), which are really onbed “a few minutes a year”. He was
intrigued by the possibility of managed communimasi with redundant paths and quality of
service guarantees supplementing, and perhapsualigneplacing, these expensive lines which
are a single point of failure. It was agreed tlbautsed R&D is needed to develop, harden,
secure, and validate such ICT, and this could besgable in a 5-7 year time frame with an
ambitious research project.

3.2.1 Project Details: Control and Computation (of Power Dynamics)
One example of a CIP related project follows (pded by ABB):

Project Name: Control and Computation (completed April 2005)

Project Team: Verimag, ETH Zurich, CWI Amsterdam, Lund UniveysiParades
GEIE, ABB Switzerland, EdF, University of Siena.

Funding source: EC FP6 IST
Project URL : http://www.dii.unisi.it/~hybrid/cc/
Scope: New methods for analysis and control desigrhfdorid systems.




Objectives and Resear ch I ssues: The goal of this project was to develop new mesho
for designing controllers for complex and heteragrrs systems that exhibit both
discrete and continuous dynamics. Such systemsalezl hybrid systems and some of
their properties have been studied in recent yaaimth control and computer scientists.
The methodology developed in this project combicledsical control techniques
(adapted to the hybrid setting) with new reachgbbiased methods inspired by the
verification of discrete systems. In order to mainta healthy balance between theory
and practice, several industrial case-studies weestigated and served as points of
reference for the project. From the point of vieMCdP, the most important test case was
the power system control test cases contribute@BH. In this test case, blackout
avoidance is demonstrated through coordinated @fns of switching control actions
scheduled by the hybrid control methods proposetthéyarious other project
participants.

Progress: In the Power Systems test case, the hybrid desgthods derived in the
project have been demonstrated useful as decisga flor a real-time control system
such as those we plan as deliverables of a lomg-dervelopment path at ABB.

ClP/dectricity relationship: A follow-up project could involve a hybrid contreystems
approach to blackout avoidance in electric powstesys.

Future plans: We currently do not have any plans on EU fundesearch in this field.
However, we would be open to discussing such pibisigib in the context of FP7 or
other venues.

The ongoing ABB research has direct and obvioupaumf CIP, given that it is mainly
involved in improving control of the electric powgmd.

3.3 Technische Universitat Darmstadt, Germany

Prof Bakken visited Technische Universitat Darmis{@@chnical University of Darmstadt) in
Darmstadt, Germany [TUD] on 8 October 2004.

Lengthy discussions covered a broad range of afd&sT in which this department is involved
which could help harden the electric power grid atier critical infrastructures. These areas
fall under the broad area of distributed embedgstesms and distributed software, especially
the development of robust software, operating syst@and protocols in support of secure and
trustworthy systems and services. This researahtlse system level for safety critical systems,
and involves both algorithmic and architecturaliessas well as middleware. Supporting
research discussed involved research into reald¢weat channels and data warehousing.

Much discussion ensued concerning possible tramgatlcollaboration involving the hosts’
research areas and GridStat. A very active colktimr resulted which eventually involved
approx. 15 institutions, including academia (Unig TU Darmstadt, EPFL, and others), key
large providers (EDF, ABB Research, Siemens, SAR athers), and SMEs. However, the
proposal did not get submitted given the multitofilbureaucratic details and limited time to
resolve them prior to the submission deadline. l@npositive side, the active collaboration set
up is being sustained and the core researcherk/e@d/with this coalition are still actively
working together towards a joint, interdisciplinammansatlantic research project, which they
believe may be able to be associated with eitreeED’'s Framework Programme 7 (FP7) [FP7]



or the new NSF CyberTrust center, Trustworthy Cyh&astructure for the Power Grid (TCIP)
[TCIP] (which the authors of this study are allahxed with), or (most likely) both. TCIP
involves not only a wide range of focused ICT resedor CIP, specifically the electric power
grid, but also involves top US electric power resbkars.

3.3.1 Project Details: Dependable Embedded Components and Systems
One example of a CIP related project follows (pded by TUD):

Project Name: Integrated Project DECOS (Dependable Embeddedp@Goants and
Systems)

Project Team: ARCS (Gruber), TU Darmstadt (Suri), TU Vienna (&tz)
Funding source: EC FP6 IST Embedded Systems Unit
Project URL : www.decos.at

Scope: As the rapidly growing functional and non-fumctal system requirements (in
Dependable/RT Embedded Systems) result in enormotease in system complexity, it
helps to consider component-based design: to pequie-validated hardware and
software components and an appropriate integratietmodology for the design of next
generation dependable embedded real-time systdman@jor objective of DECOS is to
perform research in and to develop a set of gehanidware and software components
within the framework of the Time-Triggered Architee. Objectives and Research
Issues: DECOS develops the basic enabling techieslég move from a federated
distributed architecture to an integrated disteloudrchitecture in order to reduce
development, production and maintenance cost anrdase the dependability of
embedded applications in many application dom&sCOS develops technology
invariant software interfaces and encapsulatedalinetworks with predictable temporal
properties such that application software can &esferred to a new hardware and
communication base with minimal effort (legacy se)

Progress: The DECOS methodology and tools will be evalddig building three
applications in the automotive, aerospace and ebdtmain, respectively. The
components and tools developed within DECOS calester design, middleware and
code generators, validation and certification, ai as systems-on-a-chip (SoCs) for
high dependability applications.

The research projects outlined in this section) (&8 highly supportive of CIP. As noted
previously, critical infrastructures contain mamgleedded systems nodes. Providing systematic
support for more robust software (with fewer bugd eore tolerant of external failures) as well
as providing real-time performance guarantees eadily strengthen most or all critical
infrastructures.

3.4 Norsk EnergiRevisjon, Norway

Prof Bakken visited Norsk EnergiRevision [NERAS]Lier, Norway on 21 October 2004.
NERAS is involved with distribution-side managemehtlient’s energy, including aggregating
realtime loads for better pricing, as well as egexgdits of businesses. These technical issues
were discussed, and NERAS inquired about the faditagitsf opening up offices in the US.
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This visit confirmed trends in the US: there ifldifundamental research needed solely for the
distribution side of the electric power grid whican help improve the control and protection of
electric power grids. There is some applied redesr the area of “smart loads” which can shed
load on a fine granularity when needed, for exantipegrid-friendly appliances which monitor
the grid’s operating frequency and shed load wherdicates distress [GRID-APPLIANCE].
However, these and other devices can utilize ageméeration communications infrastructure
intended for control and protection on the generatind transmission side, since the
requirements for the distribution side are lesdlehging.

3.5 Linkoping University, Sweden

Prof Bakken visited Linkdping University in Linkdpgy, Sweden [LINKOP], on 18 November
2004. Discussions were held concerning their tiezd-research and possible collaborations.

During this visit Prof. Bakken and host Prof. SimMadjim-Tehrani started discussions that led
to an international workshop (which they playedwactoles in organizing) the next May entitled
“Cyber blackouts: How fast is the recovery, and idraparatory measures do we have in
place?”[CIIW05]. This workshop was hosted by tHeIE€ Instituted and was attended by
researchers, practitioners, and government offidraim a number of countries and featured
invited speakers from the UK, Sweden, US, Italyd 8witzerland.

3.5.1 Project Details: Safeguard and Dependable Distributed Systems
Two examples of CIP related projects follows (pd®d by Linkdping):

Simin Nadjim-Tehrani at Dept of Computer and Infatran Systems at Linkdping
university (LiU) has been recently involved in tlzaropean projects that focus on the
role of software in critical networks. The firstopect, Safeguard, was a project running
2001-2004. In this project vulnerabilities and #igeto large critical infrastructures were
studied, and techniques to safeguard such netweggks tested in communication and
control layers of electricity networks (SCADA sysi®), as well as operation and
management layers of telecom networks.

The project was granted pre 9/11, so it was a j@iong project in this area in Europe.
The results of the projects have been publishedimerous publications including a
book chapter in a recent book on dependability [SAHP]. A major result of the
project, developed at LiU has been an adaptabldinea anomaly detection algorithm
that has been tested with good results on IP pagesterated in a test network at the
Swiss main telecom operator Swisscom. This sghaggroup is planning to test the
same algorithm on detecting anomalies in water lsugystems, in cooperation with the
University of Cincinnati. The algorithms develogadhe project were implemented as
safeguard agents built on top of an efficient dexlitble agent platform.

A running project in the area of dependability inig#h the same Pl is active is called
DeDiSys (Dependable Distributed Systems). The pt@eal is to extend existing
component-based middleware in order to deal withirantrade-offs between availability
and consistency of data. The main application aféle project is air traffic control, and
the distributed object system will be shown to bxHiigher availability during periods
of network partition, when the existing (not paotit-tolerant) middleware would be
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simply unable to deal with the fault and stop sgng requests. This project runs 2004-
2007, and has already resulted in a few publication

The projects outlined above are very supportivEIf. Systematic support for safety-critical
applications (one which must avoid a catastropduicife) has obvious applicability.
Component-based software engineering is widelygeieed as part of best practices in software
engineering, so providing systematic support fdragwing availability, and trading it off with
consistency so as to provide appropriate performéorca given application or service, can be
very helpful to CIP. Similarly, the workshop whiafas initiated during the lead author’s visit
explored how well the state of the practice in KLipports critical infrastructures, namely ICT
service outages and what can be done about them.

3.6 EC Workshop on power grid communications, Belgi um

Prof Bakken attended an EC workshop “The Futun€dffor Power Systems: Emerging
Security Challenges” in Brussels, Belgium Februgsg, 2005 [RAMIO5]. He presented one of
the keynote talks, “Next-Generation Grid CommunaaRequirements and Research Issues”.
Note: in this workshop discussion, please be awaEthe term “security” is used in the power
grid sense, i.e., reliability or stability; it doest mean cybersecurity.

This workshop aimed to promote discussion amongnithestry and researchers on the role of
pervasive information & communication technolodii3T) in the European electric power grid,
and help identify and discuss key R&D challengethis area that could be addressed by the
upcoming Framework Programme 7 (FP7) [FP7]. Thekslep was jointly organized by the
Directorate Generals for Information Society anddMeResearch, and Joint Research Centre.
The workshop was attended by approx. 60 peoplé, atbughly even split between industry
and academia and approx 10 EC personnel.

The workshop aimed to achieve consensus in thewoly areas [RAMIO5-REPORT]:
1. methods to assess power system vulnerabilitidss @ad potential impact of blackouts;
2. methods to improve power system controls and ptiotein light of security risks;

3. advanced system controls and communications techmsl to improve prevention,
protection and defence including SCADA, wide aremsurement, etc considering also
the necessary collaboration with the foreign sugplyntries

4. vulnerabilities associated to increased control glexity and openness of the supporting
information and communication technologies.

The first area concerned risk assessment. Pamitsgliscussed the challenges involving
adequate techniques to forecast and assess thetiaigdackouts, the overall reliability of the
European power grid, and the lack of experiencedtaiprs. Technical issues discussed include
new techniques for assessing a chain of eventswdaic lead to a blackout and more integrated
and faster state estimators being placed in thea@doop. Policy issues which were discussed
include the low level of investment by the powersteein equipment and R&D, who should pay
for this extra security and how much it will cost.

The second area concerned methods to improve tontitee electric power grid in Europe.
Participants discussed how liberalization was angathore threats and vulnerabilities, how to
deal with a trend towards distributed generatiogl(iding renewable energy), and the trend
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towards using more off-the-shelf systems. Techmssaies discussed involved the tradeoffs
inherent in using formal methods, integration aitfi@sponsive security into complex control
and monitoring systems, a trend towards more igeit distributed control, and the integration
of heterogeneous modeling methods into power gratations. Policy issues discussed
included dealing with legacy systems, humans irldbp, and costs of power grid security.

The third area concerned advanced systems corfafscipants discussed emerging cyber
threats of SCADA systems, advanced control and conncations technologies, and the
resilience of the telecom infrastructure which artpunderlies SCADA. Technical issues
discussed included migration paths of new technetoghich are non-intrusive and smart local
protection and control. Policy issues discussetlided the cross-border weaknesses of EU grid
controls, the overcoming the problem of economyebiased control, and the need to deal with
cyber-vulernabilities.

The fourth and final are concerned these cybererahilities. Participants discussed
technological trends which are greatly increasialgperabilities, including the narrowing of
boundaries between the business and control sfdgeatric power in Europe, a move towards
wireless network protocols, stronger integratioraftrol and communications, and attacks on
power grid protocols. Technical issues discussederned identification and modeling of such
threats, how to use risk assessment and secuitigyi@rin order to plan and operate
communications networks for the power grid, and howake security be a more systemic
property rather than an afterthought. Policy issagolved the risks associated with the spread
of monoculture and the role of standardizatiorhis airea.

The report on this workshop can be found at [RAMRIBPORT]. This workshop directly
supports the goals of CIP in helping to organize®E research that will happen during FP7,
both in helping define consensus for particulaeaesh issues for ICT and the power grid, as
well as helping form a research community and emgrgroject partnerships among its
attendees.

3.7 Lancaster University, UK
Prof Bakken visited Lancaster University in LaneastK on April 22 and 25 [LANC].

Lancaster professors and students presented owsroietheir research on middleware,
including mobility support, component-based serwjcnamic reconfiguration, and self-
managing applications and services built using-gexteration middleware.

There was much discussion on possible collaborsitidm particular, the use of reflective models
for a wide-area deployment of GridStat seemed mjsiag approach that could help organize
and manage a complex infrastructure in a way wiMghbld enable automatic adaptations in this
communications infrastructure. Discovering andgpaonming candidate adaptations would be
very time consuming without such systematic asst&aso such automatic adaptations could
help enable some facets of CIP to be feasible rsaoher than would otherwise be possible.

3.7.1 Project Details: Reconfigurable Ubiquitous Networked Embedded
Systems

One example of a CIP related project follows (pded by Lancaster):
Project Name: Runes: Reconfigurable Ubiquitous Networked Emleeld8ystems
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Project Team: 22 partners from 8 countries: Australia, Germdaseece, Italy, Hungary,
Sweden, UK, and the US. For the detailed listastrpers see the project URL below.

Funding source: EC FP6
Project URL : http://www.ist-runes.org/

Scope: We stand on the brink of a revolution, in whtble worlds of the embedded
system and the Internet will collide. This will tego the construction of the first truly
pervasive networked computer systems and thus gp@mmarketplace of a scale
unparalleled in the history of technology. To realihis commercial potential requires a
research and development programme focused omdh@an of the infrastructure that
actively promotes the efficient and inexpensivestaurction and management of novel
services and applications that are predictablerandively usable, so as to fulfill the
global user expectations for invisible computing.

The RUNES project represents the first major Euaopeffort in this area. Much current
embedded systems development is bespoke. Howbleegnzironments we envisage are
more complex than today's limited, controlled, dgpients. This complexity is a
consequence of heterogeneity, dynamicity, and sedieh means that bespoke
development is too expensive and too limiting foravative applications. To control
complexity, we believe that it is necessary todbgitaleable middleware systems and
application development tools that allow usersigltess, and programmers the
flexibility to interact with the detailed environmiewhere necessary, whilst affording the
clarity that allows for ease of application constion and use.

Objectives and Resear ch Issues. The specific objectives of RUNES are as follows:
» to build middleware systems that are adaptive atelligently self-organising

» to ensure middleware is robust and predictable giméa make computing truly
invisible

» to build tools that allow for the automated assesgrof usability, and that allow
applications to be debugged

» to assess our developments in both real-world smenand emulations of large
scale systems

Progress: In terms of the middleware, strong progress lenhbmade on the overall
architecture, the underlying lightweight componeroidel that supports configurability
and also on implementations of an associated coamaan-time for a variety of
environments in a variety of languages (e.g. JadQ@).

ClP/dectricity relationship: The Runes middleware is both lightweight and
configurable for a variety of networked systemalh also support a variety of
interaction types including for example publish-stribe. This work can therefore
support a more abstract programming environmerg@sred for this area but also one
that can be tailored for the unique characterisifqgower grids.

Future plans: Application of the middleware to a variety oftwerked embedded
environments including for example power grids.
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The Computing Department at Lancaster [LANCS-CSyYigely recognized as one of the finest
ones in Europe. Itis also arguably the top depant in the world in terms of middleware
research. Middleware is a very crucial supporteahnology for future CIP deployments
because it provides interoperability across hetmegus environments (operating system,
network technology, CPU type, programming language) provides programmers with higher-
level building blocks. In particular, this depaem has many projects ongoing that are related to
reflective middleware [LANCS-REFL]. In a reflecissystem it is possible to reason about the
internal structure of a system and make adaptabassd on this self-knowledge. This
capability has direct applicability to CIP, becatise scale of such systems requires highly
automated reconfiguration and other adaptatiorefleBtion shows great potential to be a
fundamental building block to support such adafitsbi

3.8 Workshop on Next-Gen. Power Grid Communications ,ltaly

Prof Bakken attended an informal workshop, “Nexta@ation Communication Infrastructures
for Better Control and Protection of the Power Grahd gave the keynote address, “Future
Power Grid Communications in the US: GridStat aifelF2. Prof. Bakken helped organize this
workshop along with its host, Prof. Roberto BaldohUniversita degli Studi di Roma
(University of Rome)[UROME].

This workshop was attended by approx 25 particgganbstly from the electric power industry
in Italy. The workshop featured discussions of i€3$earch which can help protection and
control of the power grid, as well as a numbengdeziences and case studies involving various
interactions between the power dynamics and thedidifaly’s electric power grid.

3.9 Simula Research Lab, Norway

Prof. Bakken visited Simula Research Lab [SIMULAPR FTE during his sabbatical. Simula
has wide experience in applied distributed compgutesearch, among other areas. Much
discussion was held involving the use of QoS-awareponent technologies, mobile
middeware, and adaptive middleware.
3.9.1 Project Details: Mobility and Adaptation-Enabling Middleware
One example of a CIP related project follows (pded by Simula):

Project Name: Mobility and adaptation-enabling middleware ( MAM)

Project Team: 8 partners from Norway (3), Germany (2), Italy, @pain (1), and
Cyprus (1).

Funding source: EC IST
Project URL : www.ist-madam.org

Scope: Computers and networking technology are becoramtegral part of our
living and working environment. The increasing mityiand pervasiveness of
computing and communication enables new servicespplications that can improve
quality of work and life. However the constant chanhat characterizes mobile
environment — e.g. network, battery, light and eaenditions — pose a significant
challenge to developers. To retain usability, usefss, and reliability applications need
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to adapt to the changing operating environmenttaaeaontext in which they are used.
The MADAM middleware will support such dynamicaligaptive applications.

Objectives and Resear ch Issues: To achieve this objective we will study the adapt
requirements of mobile applications and develdpeaity of adaptation. A set of reusable
adaptation strategies and adaptation mechanismesdlza a dynamically reconfigurable
component architecture will be developed. Modellemgguage extensions and tools will
enable application designers to specify adaptatagabilities at design time.

Progress: An overall architecture has been specified aficsprototype has been
realized. Two commercial applications have beemtegoand refactored to run on the
MADAM middleware. This includes externalizing theagtation logic from the
application code. First evaluation results (qualieg quantitative) are soon to be
published.

ClP/eectricity relationship: Relevance of MADAM is the support for context-ae/a
adaptation planning (planning-based middleware)thadool support for developing
context-ware adaptive applications and servicesDMM supports adaptation to both
foreseen and unforeseen context changes: Its depp@licies are goal-oriented only
dependent on the extra functional properties @raice. This is in contrast to action
(rule-based) policies that require the policy desighas deep knowledge of the
implementation of a service.

Future plans: In future projects we will address adaptatioechmnisms complementing
architectural adaptation such as aspect weavimppastifor dependable adaptation,
decentralized adaptation planning, support for milag of service architectures such as
service overlays and peer-to-peer (MADAM is limitedclient-server), planning support
for dynamic service discovery, and the use of MDDHuilding self-adaptive
applications in an industrial context.

The research projects outlined in this section) (&8 supportive of CIP. Having reusable
adaptation strategies which are well-understooddcenable programmers to much more readily
program critical infrastructures. Support for meltevices is also important, because these
devices are playing an increasing role in critinédastructures, for example an electric company
repairman accessing a substation to help restagteatric grid after a blackout or simply a
substation with wireless LAN connectivity (whichliecoming attractive for utilities to consider
for economic reasons).

3.10US-EU Workshop on Large ICT-based Infrastructu  res and
Interdependencies

Profs. Bakken and Hauser attended a Joint US-Elk8Wop “Large ICT-based Infrastructures
and Interdependencies: Control, Safety, Securityependability” on March 16-17 in
Washington, DC [US-EUMarch06a]. The main goalthas workshop were [US-EUMarchO6b]:

1. To foster technical collaboration between the U& ttwe EU on increasingly ICT-centric
infrastructures;

2. Joint roadmapping of research activities betweerndf and EU on areas of common
importance in the area of ICT enabled criticalastructures and interdependencies;
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3. To identify strategic opportunities for cooperatiarpreparation for new research
programs, such as Framework Program 7 for therelC@ogram directions for FY
2007 and forward by the NSF and other US agencies.

Researchers from industry and the academe in hetbd§ and Europe presented research
challenges and project summaries; European coanmg@esented included Italy, UK, Sweden,
Germany, Austria, and Portugal. Government ofiicieom the US and EC were also present
and summarized opportunities and potential futotaborative directions. Many of the
workshop participants commented to the authore tie group that they learned of many
valuable collaboration opportunities on specificht@ologies under development on the other
side of the Atlantic.

3.11International Workshop on Complex Network and Infrastructure
Protection

Prof. Hauser attended theternational Workshop on Complex Network and Infrastructure
Protection, hosted by the Italian National Agency for New Aieglogies, Energy, and the
Environment (ENEA) and The International Emergeltanagement Society (TIEMS), and
presented a research paper. This workshop wasvieeith 28-29 in Rome, Italy. Its goal was
[CNIPO6] to

bring together experts, infrastructures speciasists stakeholders, with different cultural and
scientific backgrounds, to address and analyséotlmaving aspects of Complex Networks
and Infrastructure Protection:

« Proposing methods and tools to analyse and unddra&w risks and vulnerability.
« Giving practical solutions to reduce and mitigabéemtial dangerous effects.
- ldentifying strategies and tools to support emecgananagers during critical events.

Many researchers and funding agencies considegtiasimportant given the interdependence

of critical infrastructures in the US and Europgtapers were presented by authors from lItaly, the
US, Belgium, Croatia, Spain, Canada, Australia, St¢geden, and other countries. Research
issues discussed included trust, security, depditggabnd interdependence in many domains,
including the electric power grid, telecommunicaipand emergency response.

3.12ENEA Workshop on Complex Networks and Infrastr  ucture
Protection

Prof. Bakken attended tigorkshop on Complex Networks and Infrastructure Protection, hosted
by the Italian National Energy Lab (ENEA) in Ronita]y, on June 6, 2006 [ENEAO06].
Technical issues involving CIP were discusseduiticlg security and trust in the electric power
grid, dependable systems software, methods ans soplporting CIP, and vulnerabilities of
human organizations. The organizers remarkedoth@abf their biggest successes in the last 5
years has been getting interdisciplinary R&D tourp CIP identified as a key future topics for
applied R&D, which is very consistent with the aui observations as reported elsewhere in
this report.
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3.13Summary Comments

There is a wide spectrum of research underway mgeusupporting CIP, in fact there seems to
be much more research involving large teams ofarekers, something which is crucial in
helping develop an integrated set of technologaesnpposed to point solutions) urgently needed
by CIP. Such large-team ICT research is rarely édnid the US today.

There appears to be great interest with both thaftCresearchers to broaden this CIP research
in FP7 to be even more interdisciplinary and toifbég deploy it directly in critical
infrastructures, especially the electric power grithe broad area of CIP thus seems well-suited
for mutually-beneficial transatlantic research.

Things seem to be lining up reasonably well here&liaborations involving FP7. The main
calls for proposals related to the topics address#us section will come out in Fall, 2007.
While there is nothing in the current governmestdil year (GFY07) which started October 1,
2006, GFYO08 lines up well. A recent article byN@&F official mentioned the importance of
international activities in ICT [Fre06] and thusgs hope that GFY08 may include concrete
support on the US side for CIP-related collaboretio
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4 Trends in Electric Power Grid and ICT-CIP R&D in Europe

This section overviews trends which the authorsehabserved in Prof. Bakken’s year in Europe
as well as with numerous workshops and technicaludisions since. It is by no means a
comprehensive list of such trends.

4.1 R&D Trends for Electric Power

The R&D trends for electric power are in many reigaguite similar to those of the US, due to
the similarities of their power grids and of enagltechnologies that are becoming available.
The main areas for new or increased electricitgassh in Europe are distributed generation,
renewable energy, and smart energy networks. Tdress do have some overlap, and as a
whole they involve a restructuring of how entitieshe power grid interact, react, and are
controlled [WMBO05]. Enabling this is a systemadjaplication of ICT technologies, the

roadmap has been being developed for Europe ilashéew years, and is expected to accelerate
in FP7.

Distributed generation (DG) R&D is helping move electric grids from calized, large-scale
power plants (usually using fossil fuels) that sait much of the power over large distances
towards an architecture where much more powernsigeed by distributed energy resources
(DER) that are much closer to the customers [DGENRO]. DG projects from FP5 (and the
lessons learned) can be found in [FP5-SMART], wlaildo is a very good layman’s overview to
many electricity related issues. DG projects uwagrin FP6 can be found in [DER-FP6].

Renewable energy (RE) includes wind, solar, and tidal sources ana imajor and growing
emphasis in Europe in recent years, both for enumental reasons as well as achieving the
benefits of DG. Unlike conventional generatorsdolasn fossil fuels or hydro, generators from
some kinds of renewable sources such as wind dopesate in a frequency synchronized with
other generators. Part of the smart energy neswasion in Europe includes achieving a better
understanding of how such non-synchronized generatgact the stability of the grid, and how
any negative affects can be mitigated.

Smart energy networksis a broad, overarching area which encompassesnhoDG and RE

but also other topics such as how to better cottbrid with better communications and more
controllable devices and generators. Indeed,entdeC report outlines preliminary research
areas likely to be included in FP7 in order to retpieve this vision [FP5-SMART]. The first
area listed is as follows:

Intelligent electricity networks. RTD should cover the development of new concepts,
system architectures and a regulatory framework for control, supervision and operation of
electricity networks, so as to transform the grid into an interactive (customers/operators)
service network, while maximizing reliability, power quality, efficiency and security. These
systems should be based on applications of distributed intelligent, plug and play, e-
trading, power-line communications, etc.

The details of how this part of the FP7 smart epergion will be realized in FP7 priorities are
under active development [PLAT06]. The trendsGit research in Europe supporting this goal
of intelligent electricity networks are overviewgdSectiord.2.
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Finally, many European (and American) researchadspaactitioners in electricity seem to
believe thaphasor measurement units (PMUs) have great potential to help enable better
control of the power grid. This key enabling teclogy allows the control of power grids to
move away from the traditional techniques of séstitmation, which is computationally
expensive and slow, towards state measurementhwslwoth more accurate and faster.
Utilizing PMUs for controlling the grid requiresrading the PMU data to remote sites with
reliable, fast, and secure computer networks.

There are research trends in other electricitytedlareas such as power dynamics, control
theory, energy storage, fuel cells, and supercandtycwhich are not included in this analysis
of trends. Such areas are outside the scopesofitiiument; they are outside of the lead
author’s expertise and interactions with Europenigdecause they are not nearly as closely
related to ICT as are the topics analyzed in tbdsien.

4.2 R&D Trends in ICT for CIP

There has been a widespread realization in Eurbfeeaeed for CIP and the key role that ICT
R&D plays in this. An example of a current workshapthis topic is [CNIP06], as overviewed
in Section3.11, and this recognition is prevalent in manyréforts and programs

Critical infrastructures in Europe (and the US) distorically been built from a “system”
perspective. For example, the state of the aapable of building critical infrastructures which
are

» Application-specific: designed only to accommodate a fixed and knowofsapplication
programs (generally only the ones that were desdigvteen the infrastructure was built)

» Domain-specific: designed only for the needs of the domain ofpduticular
infrastructure

» Technology-specific: designed to utilize only the technologies avddakhen the
infrastructure was created, and often only a sutisitem.

» Topology-specific: designed to support a particular, fixed commutiocs topology
between entities in the infrastructure.

* QoSspecific: designed only to support a quality of service $and security which is
specified when the system is created, and canasiiygrovide other tradeoffs.

There is widespread recognition in Europe (andi8gin recent years that the state of the art
results in critical infrastructures that are fav txpensive and brittle, and does not provide
adequate CIP. Research in Europe in the nextldasdikely to try to extend the state of the art
to remove some or all of the limitations outlindmbae. For example, removing application-
specific limitation would allow an infrastructure mmuch better support more application
programs as current ones evolve and new ones aigede Removing domain-specific
limitations would allow CIP R&D to be leveraged rhumore effectively across multiple critical
infrastructures. Removing technology-specific tetions would allow critical infrastructures to
much more easily “ride the technology curve” antbiporate new networking and other QoS
and cyber-security related technologies as thegrbheavailable. This helps the infrastructure to
improve as it evolves much more easily. Remotopgplogy-specific limitations would help
critical infrastructures much more readily be exfethto accommodate new infrastructure assets
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and long-term changes in patterns of communicdigiween them. Removing QoS-specific
limitations would help provide a wider set of Qa®laecurity properties, and tradeoffs between
them, for current and future applications for aegiwritical infrastructure.

Current research, and especially that which seimaly ko be initiated as part of FP7, aims to
remove as many of the above limitations as fas gossible. Two general areas that aim to
facilitate this are called in Europe (and elsewhpeevasive computing with ambient

intelligence and alscservice-oriented architectures. Pervasive computing aims to remove many
or all of the above limitations and help infrastures to be more resilient and responsive while
supporting a much wider scale of devices. Ambietatligence research in part helps deal in a
systematic manner with the trend that there is nmioke intelligence and overall capabilities at
the edges of critical infrastructures. Issues regeeneral involve helping this trend be a strong
positive which can add to the resilience of theasfructure rather than the liability it can be if
not properly integrated and controlled. Servicerted architectures (SOA) are an effort in
distributed computing and software engineeringdip lprovide techniques to let infrastructures
be built more with a service-oriented approach ¢hlgan help remove the above-mentioned
limitations) rather than the limited system-oriehgproach of today.

The above trends can be observed in a number ef&kshops and other technical conferences
in Europe, but [RAMI04], [ISAS05], and [CNIP06] ageod starting points.

4.3 Summary Comments

There is a widespread recognition in both Eurogktha US among electricity R&D personnel
in academia, research, and government that theasrie be a systematic and well-planned
integration of ICT into the electric power gridhdse ICT-based services are seen as a key
enabling technology for smart energy and distridueneration. It is understood that such ICT-
based services are more than just “plugging intaor&” [GS-PEM]. However, there is a
deeper understanding among the electricity commumiEurope, and more generally in its CIP
community, that the development of such ICT-bassdises requires a systematic, applied
research program to develop such comprehensiveesmwith an appropriate degree of cyber-
security, performance, resilience, scalability, #agibility. There is a recognition on both
sides of the Atlantic that part of this work investhe need for a much better understanding how
the dynamics of the power grid’s communicationsvoek (whether today’s limited one or the
next generation thereof) affect the grid’s powemaiypics. However, Europe seems more likely
to launch interdisciplinary research in this are¢éhie near future, via FP7.
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5 Conclusions

Electric power grids in Europe and the US, as aglbther critical infrastructures, face largely
the same set of problems with respect to hardesmagprotecting them. Operation of electric
grids in particular must deal with complicated élieal phenomena over wide geographic areas
with communications technologies which are widelgagnized as inadequate. At the same
time, there is widespread recognition in Europe tiiedJS and elsewhere that no single country
or even continent can solve CIP issues in a reé®@anount of time. Major blackouts in both
Europe and the US in 2003 have added particulanangon both sides of the Atlantic to harden
the electric power grid in particular.

This report summarizes activity and analyzes R&ds in Europe related to ICT and the
electric power grid. Research in Europe, emergrapth electric power control and ICT, holds
promise in making progress in CIP.

The authors believe that there are many possibl@bavations involving CIP which are
mutually beneficial to both Europe and the US. eled in electric power R&D, Europe is
stronger in secondary voltage control while theit)®ore experienced with control in
deregulated environments. In ICT R&D, Europetisrgger in embedded computing and
dependable computing, while the US is strongelybec-security. The authors believe there is
much mutual benefit from some focused programsrémsatlantic collaboration and
cooperation. This has been recognized for at ke&syears in Europe (see for example [SEC-
PREP-PERSON, FP5-SMART]), and momentum seems te ¢uawn significantly in the last
few years in the US.
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APPENDIX: EC Funding Process

In the US, the funding process is relatively stn#figrward and understandable. Research
projects are typically awarded with durations afileen two to three years. Funding agencies
such as the National Science Foundation (NSF)eb#fense Advanced Research Projects
Agency (DARPA) have a relatively large degree tifdae in deciding the research programs
which they will fund, though there are certainlyrsgiimes political considerations and
occasionally a program mandateie fure or at leastle facto) by the US Congress. Research
programs are initiated each year.

In Europe the research funding situation is veffedent, and in many ways more complicated
and potentially confusing to an outsider. TheHl&S much longer program lengths, often under
the umbrella of a framework programme (FP). FP®lmeen used to organize most EC research
since 1984. Each FP has run for five years, viighlast year of a FP overlapping with the first
year of the next one. The current FP is FP6, whidls until the end of 2006. FP7 will break
this pattern, however. It will start at the begngnof 2007, but run for seven years. The total
funding likely for FP7 is in the neighborhood of Billion* euros (85 billion dollars at recent
rates).

In practice, there is little continuity between FRs a number of reasons. The next FP is being
defined in the middle of the previous FP. Additiiy, just like in the US (or presumably
anywhere), a given topic may die if a high-levelding manager who was its advocate leaves
the agency.

The EC also funds research outside of the FP merhabut the authors have no firsthand
experience with them and thus their discussiomiside the scope of this report.

It is presumably not easy for a funding agencheWS to decide on research areas to fund. Itis
much more difficult for the EC to do so, howevaven that it comprises many nations with a
diversity of economies, cultures, and politicalitagyes. To help decide on the foci of an FP, the
EC usedreparatory Action to help identify, define, and prioritize possibésearch areas. A
Preparatory Action might include a budget in theghleorhood of €15M, and would fund two
kinds of projects: Supporting Activity and Smalbfrcts. ASupporting Acvitivy is a project that
helps define roadmaps, helps connect colleagudgraooks towards standardization issues.
Small Projects are feasibility demonstrations to show what issilale, and often include
demonstrations of interoperability of technologiégiditionally, there is &roup of
Personalities with a broad range of backgrounds that is appditaeobrainstorm “outside the

box” of the current FP context which helps prowaéuable input to the formulation of the
research areas for the new FP.

An example of a Preparatory Action is the recer fam security research. An overview of it can
be found at [SEC-PREP-OVER], projects funded uiitdzan be found at [SEC-PREP-PROJ1]
and [SEC-PREP-PROJ2], and its report from its graypersonalities can be found at [SEC-

! Given the intended primary audience of this doauméJS researchers and government employees—hetseave
the termbillion to mean the American meaning (one thousand milli@iher than in the British meaning (one
million million).
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PREP-PERSON)]. The general EC security researcdivievepage can be found at [SEC-
HOME].

There are a number of different kinds of fundingch@nisms within an FP, with different sizes,
scopes, and partnering requirements. These include

P

STREP

NoE

FET

CA

An Integreated Project (IP) integrates basic and foundational research,
component research, systems engineering and ititagrdt typically also
involves training activities, involves SMEs (Smatid Medium Enterprises,
with 100-500 employees) for component developnaemd,often considers
the participation of technology brokers. An IRyigically 60/40
applied/theory, depending on the background optiogect lead. It typically
has 15-25 partners with a 50/50 academic/industredkdown. An IP
typically runs 3—4 years and has a budget of €8-12M

A Specific Targeted Research Project (STREP) explores emerging
technologies or alternative approaches openingprejects in the field. It is
often the best research vehicle for academic relBees in Europe, with a
70/30 split between theory/applied, depending sana¢wn the background
of the project lead. A STREP typically has 4-8pans, a duration of 2.0-3.5
years, and a budget of €1-4M.

A Network of Excellence (NOE) project creates virtual research centers on
specific scientific domains. They involve both werisities and companies.
They are typically about 20% research and thea@simunity building (the
assumption here is any significant research dortedpartners will be done
through partner internal funding). They are natairy vehicles for academic
research; their benefits are in building technamahmunities, from which
coalitions for projects can emerge. An NOE typicklsts 3.0-3.5 years, has
25-30 partners, and a budget of €4-5M.

A Future Emerging Technologies (FET) project is similar to a STREP in
scope, but it is for very forward-thinking pre-posal ideas that will flesh out
ideas that can lead to a full proposal.

A Specific Support Action (SSA) project is a mechanism that is often used fo
an EC project manager to help define a programsthatld be funded in the
next round of proposal solicitaions. It has gfeatibility: there are few

formal guidelines on the number and type of pagm@&d other characteristics
of the project. Typically, though, they will inwa 4-6 partners, last 1-2
years, and have a budget of €0.3—-1.0M.

A Coordinated Action (CA) project is used for community building an@ th
definition of research agendas. It has the samaskof flexibility and typical
characteristics as an SSA project.

From this set, the IP and STREP are the most corynuged mechanisms for funding projects
that are involving academic research. However,tdukeir flexibility, the SSA and CA may be
the best vehicles for helping define concrete filises for EC-US collaboration in CIP.
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